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Abstract

We classify a large class of Z2-actions on the Kirchberg algebras employing the
Kasparov group KK1 as the space of classification invariants.

1 Introduction

Separable purely infinite simple nuclear C∗-algebras are said to be Kirchberg algebras.
They form one of the most prominent classes of C∗-algebras from the viewpoint of classi-
fication, and they are completely classified by KK-theory (see [12], [22], and [25]). In this
respect, they are compared to AFD factors, whose classification result is already classics in
operator algebras. For AFD factors, their symmetries are also well-understood, namely, a
complete classification is known for actions of countable amenable groups on AFD factors.
However, classification of group actions on C∗-algebras is still a far less developed subject,
partly because of K-theoretical difficulties.

For Kirchberg algebras, H. Nakamura [20] showed that aperiodic automorphisms are
completely classified by their KK-classes up to, what we call, KK-trivial cocycle conju-
gacy. He followed a strategy developed by Kishimoto [15], [16] in the case of AT-algebras,
and one of the main ingredients of the proof is the Rohlin property (see the review paper
[7] for the outline of the strategy). While Nakamura’s result can be considered as clas-
sification of outer actions of the integer group Z, the Rohlin property is also formulated
for finite group actions. In [8] and [9], the first-named author completely classified finite
group actions with the Rohlin property on Kirchberg algebras. However, unlike the Z
case where the Rohlin property is automatic, there are several outer finite group actions
without the Rohlin property.

One of the purposes of this paper is to develop classification theory of discrete amenable
group actions on the Kirchberg algebras. However, we should admit that this is too
ambitious a goal now. The difficulties in the finite group case, in contrast to the Z case,
are rather common in topology. For example, it is well-known that the classifying space
of a non-trivial finite group is never finite dimensional while that of Z is a nice space
T = R/Z. To avoid this kind of difficulties, in this paper we work on the Z2 case as a first
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step beyond the Z case. Indeed, the second-named author has already obtained successful
results on classification of Z2-actions on the UHF algebras [11] and ZN -actions on the
Cuntz algebra O2 [18].

General outer actions of Z2 on the Kirchberg algebras are still out of reach, and we con-
centrate on locally KK-trivial actions in this paper; we assume that each automorphism
appearing in the actions has the trivial KK-class. Then the only remaining classification
invariant should be a global one. It turns out that such an invariant is identified with
an element of the Kasparov group KK1, and it is indeed a complete invariant (Theorem
8.6). For example, our main theorem says that there are exactly n − 1 cocycle conjugacy
classes of outer Z2-actions on the Cuntz algebra On for finite n.

We briefly describe the basic idea of our approach now. For an outer Z2-action α on a
Kirchberg algebra A, Nakamura’s theorem says that the automorphism α(1,0) is completely
characterized by its KK-class. Therefore our task is to classify the other automorphism
α(0,1) commuting with the given fixed one α(1,0). This problem is more or less equivalent
to classifying the automorphisms of the crossed product A oα(1,0)

Z commuting with the
dual T-action. Roughly speaking, this means that for classification of Z2-actions it suffices
to develop a T-equivariant version of Kirchberg and Phillips’ characterization of the KK-
theory of Kirchberg algebras, and a T-equivariant version of Nakamura’s classification
theorem of aperiodic automorphisms. Of course, this is not possible for a general T-
action. However, for an asymptotically representable action of a discrete amenable group
Γ, we can prove the Γ̂-equivariant versions for the crossed product by Γ equipped with the
dual coaction. As a byproduct, we can show a uniqueness result for outer asymptotically
representable actions of ZN on Kirchberg algebras (Theorem 6.6). For algebras with
sufficiently simple K-theory such as the Cuntz algebras O2 and O∞, every outer ZN -
action turns out to be asymptotically representable, which implies the uniqueness of the
cocycle conjugacy classes of outer ZN -actions on these algebras. This is a generalization
of the main result in [18], and our proof is new even in the case of O2.

The price we have to pay for working on the crossed product Aoα(1,0)
Z is that we need

to show a second cohomology vanishing theorem for cocycle Z2-actions (Theorem 7.11).
In the case of von Neumann algebras, this is known to be one of the standard steps toward
classification results for group actions. To overcome the problem, we follow Ocneanu’s
idea in the von Neumann algebra case though we need a special care of K-theory in our
setting.

The authors would like to thank Akitaka Kishimoto, Sergey Neshveyev, and Toshihiko
Masuda for stimulating discussions.

2 Preliminaries

We denote by K the C∗-algebra of all compact operators on `2(Z). For a C∗-algebra A,
we write the multiplier algebra of A by M(A). We let U(A) denote the set of all unitaries
of M(A). For u ∈ U(A), the inner automorphism induced by u is written by Ad u.
An automorphism α ∈ Aut(A) is called outer, when it is not inner. An automorphism
α ∈ Aut(A) is called aperiodic, when αn is outer for all n ∈ N. A single automorphism
α is often identified with the Z-action induced by α. The quotient group of Aut(A) by
the inner automorphism group is denoted by Out(A). For a, b ∈ A, we mean by [a, b] the
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commutator ab − ba. For a Lipschitz continuous map f between metric spaces, Lip(f)
denotes the Lipschitz constant of f .

Let A, B and C be C∗-algebras. For a homomorphism ρ : A → B, K0(ρ) and K1(ρ)
mean the induced homomorphisms on K-groups, and KK(ρ) means the induced element
in KK(A, B). We write KK(idA) = 1A. For x ∈ KK(A,B) and i = 0, 1, we let Ki(x)
denote the homomorphism from Ki(A) to Ki(B) induced by x. For x ∈ KK(A,B) and
y ∈ KK(B,C), we denote the Kasparov product by x · y ∈ KK(A, C). When both A and
B are unital, we denote by Hom(A,B) the set of all unital homomorphisms from A to
B. Two unital homomorphisms ρ, σ ∈ Hom(A,B) are said to be asymptotically unitarily
equivalent, if there exists a continuous family of unitaries {ut}t∈[0,∞) in B such that

ρ(a) = lim
t→∞

Adut(σ(a))

for all a ∈ A. When there exists a sequence of unitaries {un}n∈N in B such that

ρ(a) = lim
n→∞

Adun(σ(a))

for all a ∈ A, ρ and σ are said to be approximately unitarily equivalent.
Let G be a countable discrete amenable group. The canonical generators in C∗(G) is

denoted by {λg}g∈G. The homomorphism δG : C∗(G) → C∗(G) ⊗ C∗(G) sending λg to
λg ⊗ λg is called the coproduct. Let α : G y A be an action of G on a C∗-algebra A.
When αg is outer for all g ∈ G except for the neutral element, the action α is called outer.
We let Aα denote the fixed points subalgebra of A. The canonical implementing unitaries
in the crossed product C∗-algebra A oα G are written by {λα

g }g∈G. The dual coaction α̂
of α is the homomorphism from A oα G to (A oα G) ⊗ C∗(G) defined by

α̂(a) = a ⊗ 1 and α̂(λα
g ) = λα

g ⊗ λg

for a ∈ A and g ∈ G.

Definition 2.1. Let α : G y A and β : G y B be actions of a discrete group G on
C∗-algebras A and B.

(1) We say that α is locally KK-trivial, if KK(αg) = 1A for all g ∈ G.

(2) The two actions α and β are said to be conjugate, when there exists an isomorphism
µ : A → B such that αg = µ−1 ◦ βg ◦ µ for all g ∈ G.

(3) The two actions α and β are said to be outer conjugate, when there exist an
isomorphism µ : A → B and a family of unitaries {ug}g∈G in M(A) such that
Adug ◦ αg = µ−1 ◦ βg ◦ µ for all g ∈ G.

(4) A family of unitaries {ug}g∈G in M(A) is called an α-cocycle, if one has ugαg(uh) =
ugh for all g, h ∈ G. When {ug}g is an α-cocycle, the perturbed action αu : G y A
is defined by αu

g = Adug ◦ αg.

(5) The two actions α and β are said to be cocycle conjugate, if there exists an α-cocycle
{ug}g∈G in M(A) such that αu is conjugate to β.
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(6) The two actions α and β are said to be strongly cocycle conjugate, if there exist an
α-cocycle {ug}g∈G in M(A) and a sequence of unitaries {vn}∞n=1 in M(A) such that
αu is conjugate to β and limn→∞‖ug − vnαg(v∗n)‖ = 0 for all g ∈ G.

(7) Suppose A equals B. The two actions α and β are said to be KK-trivially cocycle
conjugate, if there exist µ ∈ Aut(A) with KK(µ) = 1 and an α-cocycle {ug}g∈G in
M(A) such that αu

g = µ−1 ◦ βg ◦ µ for all g ∈ G.

(8) Suppose A equals B. The two actions α and β are said to be strongly KK-trivially
cocycle conjugate, if there exist µ and {ug}g∈G as in (7) such that there exists a
sequence of unitaries {vn}∞n=1 in M(A) satisfying limn→∞‖ug − vnαg(v∗n)‖ = 0 for
all g ∈ G.

Let α and β be actions of a discrete group G on unital C∗-algebras A and B, respec-
tively. We let HomG(A,B) denote the set of all ρ ∈ Hom(A, B) such that ρ ◦ αg = βg ◦ ρ
for every g ∈ G. Two homomorphisms ρ, σ ∈ HomG(A,B) are said to be G-asymptotically
unitarily equivalent, if there exists a continuous family of unitaries {ut}t∈[0,∞) in B such
that

ρ(a) = lim
t→∞

Adut(σ(a))

for all a ∈ A and
lim
t→∞

‖ut − βg(ut)‖ = 0

for all g ∈ G. In an analogous way, one can define G-approximately unitarily equivalence.
We let HomĜ(A oα G,B oβ G) denote the set of all ρ ∈ Hom(A oα G,B oβ G) such

that
(ρ ⊗ idC∗(G)) ◦ α̂ = β̂ ◦ ρ

and let AutĜ(A oα G) = HomĜ(A oα G,A oα G) ∩ Aut(A oα G). Two homomorphisms
ρ, σ ∈ HomĜ(A oα G,B oβ G) are said to be Ĝ-asymptotically unitarily equivalent, if
there exists a continuous family of unitaries {ut}t∈[0,∞) in B such that

ρ(x) = lim
t→∞

Adut(σ(x))

for all x ∈ A oα G. In an analogous way, one can define Ĝ-approximately unitarily
equivalence.

Next, we give the definition of asymptotic representability of group actions.

Definition 2.2. Let G be a countable discrete group and let A be a unital C∗-algebra. An
action α : G y A is said to be asymptotically representable, if there exists a continuous
family of unitaries {vg(t)}t∈[0,∞) in U(A) for each g ∈ G such that

lim
t→∞

‖vg(t)vh(t) − vgh(t)‖ = 0,

lim
t→∞

‖αg(vh(t)) − vghg−1(t)‖ = 0,

and
lim
t→∞

‖vg(t)avg(t)∗ − αg(a)‖ = 0

hold for all g, h ∈ G and a ∈ A.
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Approximate representability is defined in an analogous way (see [8, Definition 3.6]).
We now recall the definition of cocycle actions. Let A be a C∗-algebra and let G be a

discrete group. A pair (α, u) of a map α : G → Aut(A) and a map u : G × G → U(A) is
called a cocycle action of G on A, if

αg ◦ αh = Adu(g, h) ◦ αgh

and
u(g, h)u(gh, k) = αg(u(h, k))u(g, hk)

hold for any g, h, k ∈ G. A cocycle action (α, u) is said to be outer, if αg is outer for every
g ∈ G except for the neutral element. Two cocycle actions (α, u) and (β, v) of G on a
C∗-algebra A are said to be equivalent, if there exists a map w : G → U(A) such that

αg = Ad w(g) ◦ βg

and
u(g, h) = αg(w(h))w(g)v(g, h)w(gh)∗

for every g, h ∈ G.
Let A be a separable C∗-algebra and let ω ∈ βN \ N be a free ultrafilter. We set

cω(A) = {(an) ∈ `∞(N, A) | lim
n→ω

‖an‖ = 0},

Aω = `∞(N, A)/cω(A).

We identify A with the C∗-subalgebra of Aω consisting of equivalence classes of constant
sequences. We let

Aω = Aω ∩ A′.

When α is an automorphism on A or a (cocycle) action of a discrete group on A, we can
consider its natural extension on Aω and Aω. We denote it by the same symbol α.

A simple C∗-algebra A is said to be purely infinite, if for every nonzero elements
x, y ∈ A, there exist a, b ∈ A such that y = axb. There are various remarkable properties
fulfilled by purely infinite C∗-algebras [3], and we use them freely in the sequel as far as
they are found in [25, Chapter 4]. Note that if A is purely infinite and simple, then so is
Aω. A purely infinite simple unital C∗-algebra is said to be in the Cuntz standard form,
if [1] equals zero in K0(A). The following fact is also used frequently.

Theorem 2.3 ([17, Lemma 10]). Let α : G y A be an outer action of a countable discrete
group G on a unital purely infinite simple C∗-algebra A. Then, the reduced crossed product
C∗-algebra A oα G is also purely infinite simple.

A simple purely infinite nuclear separable C∗-algebra is called a Kirchberg algebra.
We recall several facts from the classification theory of Kirchberg algebras mainly due to
Kirchberg, Phillips and Rørdam.

Theorem 2.4 ([12],[13, Proposition 1.4]). Let A be a unital purely infinite simple C∗-
algebra and let C ⊂ A be a unital separable subalgebra. For any nuclear unital completely
positive map ρ : C → A, there exists a sequence of nonunitary isometries {sn}∞n=1 in A
such that ρ(x) = limn→∞ s∗nxsn for all x ∈ C.
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Theorem 2.5 ([13, Proposition 3.4]). When A is a unital Kirchberg algebra, Aω is purely
infinite and simple.

Theorem 2.6 ([22, Theorem 4.1.1]). Let A be a unital separable nuclear simple C∗-algebra
and let B be a unital separable C∗-algebra that satisfies B ∼= B ⊗O∞.

(1) For every x ∈ KK(A,B) satisfying K0(x)([1]) = [1], there exists ρ ∈ Hom(A,B)
such that KK(ρ) = x.

(2) If ρ, σ ∈ Hom(A,B) satisfy KK(ρ) = KK(σ), then ρ and σ are asymptotically
unitarily equivalent.

We next summarize a few results of [20].

Theorem 2.7. Let A be a unital simple separable C∗-algebra and let α ∈ Aut(A) be an
outer automorphism. Then, the extensions of α to Aω and Aω are both outer.

Proof. This follows from [20, Lemma 2] and its proof.

Theorem 2.8 ([20, Theorem 1]). For an automorphism α of a unital Kirchberg algebra
A, the following conditions are equivalent.

(1) α is aperiodic, that is, αn is outer for every n ∈ Z \ {0}.

(2) α has the Rohlin property.

Theorem 2.9 ([20, Theorem 5]). Let A be a unital Kirchberg algebra and let α, β ∈ Aut(A)
be aperiodic automorphisms. The following are equivalent.

(1) KK(α) = KK(β).

(2) α and β are KK-trivially cocycle conjugate.

As an immediate consequence of the theorem above, we have the following.

Lemma 2.10. Let A be a unital Kirchberg algebra and let α be an aperiodic automorphism.
The following are equivalent.

(1) KK(α) = 1A.

(2) α is asymptotically representable.

Proof. (2)⇒(1) is trivial, and so we show the other implication. If KK(α) = 1A, by
Theorem 2.9, the automorphism α is cocycle conjugate to an automorphism of the form

(idA ⊗
∞⊗

n=1

Ad un, A ⊗
∞⊗

n=1

O∞),

where un is a unitary in O∞ with finite spectrum, which shows the statement.
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3 Equivariant Kirchberg’s theorem

Throughout this section, let A denote a unital Kirchberg algebra and let α : G y A be
an approximately representable outer action of a discrete countable amenable group G.
We show an equivariant version of Theorem 2.4 and 2.5. In what follows we often regard
Aω oαG as a subalgebra of (AoαG)ω and identify (Aω)α with Aω∩(AoαG)′ ⊂ (AoαG)ω.

Theorem 3.1. Let C ⊂ Aω be a unital separable nuclear globally α-invariant C∗-subalgebra.
For any ρ ∈ HomG(C,Aω), there exists an isometry s ∈ (Aω)α such that ρ(x) = s∗xs for
all x ∈ C.

Proof. We regard C oα G as a subalgebra of Aω oα G. We let ρ̃ : C oα G → Aω oα G
denote the extension of ρ determined by ρ̃(λα

g ) = λα
g for all g ∈ G.

It suffices to show the following: for any finite subsets F1 ⊂ C, F2 ⊂ G and ε > 0,
there exists an isometry s ∈ Aω such that

‖ρ(x) − s∗xs‖ < ε and ‖λα
g − s∗λα

g s‖ < ε

for all x ∈ F1 and g ∈ F2. By Theorem 2.3 and Theorem 2.7, Aω oα G is purely infinite
and simple. Then Kirchberg’s theorem ([12],[13, Proposition 1.4]) shows that there exists
an isometry t ∈ Aω oα G such that

‖ρ̃(x) − t∗xt‖ < ε

for all x ∈ F1 ∪ {λα
g | g ∈ F2}. Choose a unital separable α-invariant subalgebra D of Aω

so that C, ρ(C) ⊂ D and t ∈ D oα G. Since α : G y A is approximately representable,
we can find a family of unitaries {wg}g∈G in Aω such that

wgwh = wgh, αg(wh) = wghg−1 and αg(x) = wgxw∗
g

for all g, h ∈ G and x ∈ D. Define a homomorphism

ϕ : (D oα G) ⊗ C∗(G) → Aω oα G

by
ϕ(x ⊗ 1) = x, ϕ(λα

g ⊗ 1) = wg and ϕ(1 ⊗ λg) = w∗
gλ

α
g

for every x ∈ D and g ∈ G. From

‖ρ(x) ⊗ 1 − (t∗ ⊗ 1)(x ⊗ 1)(t ⊗ 1)‖ < ε, for all x ∈ F1

and
‖λα

g ⊗ λg − (t∗ ⊗ 1)(λα
g ⊗ λg)(t ⊗ 1)‖ < ε, for all g ∈ F2,

one has
‖ρ̃(x) − ϕ(t ⊗ 1)∗xϕ(t ⊗ 1)‖ < ε

for all x ∈ F1 ∪ {λα
g | g ∈ F2}. Hence s = ϕ(t ⊗ 1) ∈ Aω meets the requirement.

Corollary 3.2. (1) The C∗-algebra (Aω)α is purely infinite and simple.

(2) The C∗-algebra (Aω)α is purely infinite and simple.
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Proof. We show only (2). (1) can be shown in a similar way. It is easy to verify (Aω)α 6= C
(see the proof of Proposition 3.5). Let a ∈ (Aω)α be a positive element of norm one and
let C ⊂ Aω be the C∗-algebra generated by A and a. Since A is simple, C is isomorphic
to A ⊗ C∗(a, 1). Hence there exists a homomorphism ρ : C → Aω such that ρ(x) = x for
x ∈ A and ρ(a) = 1. From Theorem 3.1, one obtains an isometry s ∈ (Aω)α such that
s∗xs = x for all x ∈ A and s∗as = 1. For any x ∈ A,

‖[s, x]‖2 = ‖(sx − xs)∗(sx − xs)‖ = ‖x∗x − x∗s∗xs − s∗x∗sx + s∗x∗xs‖ = 0,

and so s belongs to (Aω)α. Therefore (Aω)α is purely infinite and simple.

We will need the following lemma in Section 4.

Lemma 3.3. Let ε > 0 be a positive real number and let F ⊂ A oα G be a finite subset.
If u : [0, 1] × [0, 1] → U(A) is a continuous map satisfying

‖[u(s, t), x]‖ <
ε

27
for all x ∈ F and s, t ∈ [0, 1], then there exists a continuous map v : [0, 1] × [0, 1] → U(A)
such that

v(s, 0) = u(s, 0), v(s, 1) = u(s, 1), Lip(v(s, ·)) < 6π

and
‖[v(s, t), x]‖ < ε

for all x ∈ F and s, t ∈ [0, 1].

Proof. By Corollary 3.2 (2), the α-fixed point subalgebra (Aω)α of Aω contains a unital
copy of O∞. Therefore the assertion follows from [20, Theorem 7] and its proof.

The next lemma follows from [14, Lemma 1.1] and [20, Lemma 3].

Lemma 3.4. Let {βi} be a countable family of outer automorphisms of A. Then there
exists a non-zero projection p ∈ Aω such that p is orthogonal to βi(p) for all i.

The following proposition is an analogue of [10, Theorem 4.8]. Note that we do not
need amenability of G and approximate representability of α for this proposition.

Proposition 3.5. Let β be an automorphism of A such that βαg is not inner for all
g ∈ G. Then β is not the identity on (Aω)α.

Proof. Let F ⊂ G be a finite subset and let n ∈ N. It suffices to construct a ∈ Aω such
that

‖a‖ = 1, ‖αg(a) − a‖ ≤ 1/n and ‖β(a) − a‖ = 1

for every g ∈ F .
Let G0 ⊂ G be the subgroup generated by F and let l : G0 → Z be the length function

with respect to F ∪ F−1. Applying the lemma above to {αg | g ∈ G0 \ {e}} ∪ {αhβαg |
g, h ∈ G0}, we get a non-zero projection p ∈ Aω such that {αg(p), β(αh(p))}g,h∈G0 is a set
of mutually orthogonal projections. Then

a =
∑
g∈G0

n − min{n, l(g)}
n

αg(p) ∈ Aω

is the desired element.
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The following theorem is an equivariant version of [20, Theorem 1].

Theorem 3.6. Let β be an automorphism of A such that the map (n, g) 7→ βnαg induces
an injective homomorphism from Z × G to Out(A). Then for any N ∈ N, there exist
projections e0, e1, . . . , eN−1, f0, f1, . . . , fN in (Aω)α such that

N−1∑
i=0

ei +
N∑

j=0

fj = 1, β(ei) = ei+1 and β(fj) = fj+1

for all i = 0, 1, . . . , N − 1 and j = 0, 1, . . . , N , where eN and fN+1 mean e0 and f0,
respectively.

Proof. The proposition above shows that the restriction of βn to (Aω)α is a non-trivial
automorphism for every n 6= 0, and hence it is outer thanks to [20, Lemma 2]. This
means that we can choose a Rohlin tower for β in (Aω)α. We omit the detail, because the
argument is exactly the same as [20, Theorem 1].

The following corollary is an immediate consequence of the theorem above and [19,
Remark 2]. See [19, Section 2] (or [18, Section 2]) for the definition of the Rohlin property
of ZN -actions.

Corollary 3.7. When G is ZN , the action α has the Rohlin property.

In Corollary 6.4, we will show that asymptotic representability of α is not necessary
for the statement above.

4 Asymptotically representable actions

Throughout this section, we assume that A is a unital separable nuclear C∗-algebra and
that α is an asymptotically representable action of a countable amenable group G on A. We
fix vg = (vg(t))t≥0 ∈ U(Cb([0,∞), A)) as in Definition 2.2. We denote the crossed product
A oα G by B and the implementing unitary representation of G in B by {λα

g } ⊂ B. Let
C∗(G) be the group C∗-algebra of G, which is generated by the left regular representation
{λg}g∈G. Let α̂ be the dual coaction of α, which is a homomorphism from B to B⊗C∗(G)
determined by

α̂(x) = x ⊗ 1 and α̂(λα
g ) = λα

g ⊗ λg

for x ∈ A and g ∈ G. Then α̂ satisfies coassociativity

(α̂ ⊗ idC∗(G)) ◦ α̂ = (idB ⊗δG) ◦ α̂,

where δG : C∗(G) → C∗(G) ⊗ C∗(G) is the coproduct of C∗(G) determined by δG(λg) =
λg ⊗ λg.

Let C0 = C0([0,∞), B) = C0([0,∞))⊗B. We regard B as a subalgebra of Cb([0,∞), B)
and set Cb to be the C∗-subalgebra of Cb([0,∞), B) generated by Cb([0,∞), A) and {λα

g }g.
The action α of G on A gives rise to an action of G on Cb([0,∞), A)/C0([0,∞), A) and the
crossed product by G is isomorphic to Cb/C0 in a canonical way. We denote the coaction
of C∗(G) on Cb/C0 by α̂∞. We let π denote the quotient map π : Cb → Cb/C0.
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Define a unital homomorphism ϕ from B ⊗ C∗(G) to Cb/C0 by

ϕ(x ⊗ 1) = π(x), ϕ(λα
g ⊗ 1) = π(vg) and ϕ(1 ⊗ λg) = π(v∗gλ

α
g )

for x ∈ A and g ∈ G. It is easy to show the following.

Lemma 4.1. The homomorphism ϕ satisfies

ϕ ◦ α̂ = π|B

and
α̂∞ ◦ ϕ = (ϕ ⊗ idC∗(G)) ◦ (idB ⊗δG).

For simplicity, we often omit π and identify x ∈ B with π(x) in what follows. In
particular, one has α̂ = α̂∞|B.

Since B ⊗ C∗(G) is nuclear, there exists a unital completely positive map ϕ̃ from
B ⊗ C∗(G) to Cb satisfying π ◦ ϕ̃ = ϕ. We fix such ϕ̃. For t ≥ 0, we set ϕ̃t = χt ◦ ϕ̃,
where χt : Cb → B is the point evaluation map at t. The family {ϕ̃t}t≥0 is an asymptotic
morphism from B ⊗ C∗(G) to B.

Lemma 4.2. For any compact subsets K ⊂ B ⊗ C∗(G), K ′ ⊂ B and a positive number
ε, there exists t0 ≥ 0 such that the following hold for all t ≥ t0.

(1) For all x, y ∈ K, ‖ϕ̃t(x)ϕ̃t(y) − ϕ̃t(xy)‖ < ε.

(2) For all x ∈ K, ‖α̂(ϕ̃t(x)) − (ϕ̃t ⊗ idC∗(G))(idB ⊗δG)(x)‖ < ε.

(3) For all x ∈ K ′, ‖ϕ̃t(α̂(x)) − x‖ < ε.

Proof. This immediately follows from Lemma 4.1.

Lemma 4.3. Let ρ be a unital endomorphism of B. Assume

‖(Adw ◦ α̂ ◦ ρ)(x) − ((ρ ⊗ idC∗(G)) ◦ α̂)(x)‖ < ε, (4.1)

‖((Adw ◦ α̂ ◦ ρ) ⊗ idC∗(G))(α̂(x)) − (((ρ ⊗ idC∗(G)) ◦ α̂) ⊗ idC∗(G))(α̂(x))‖ < ε, (4.2)

for some x ∈ B and w ∈ U(B ⊗ C∗(G)). Then the following inequalities hold:

‖[(idB ⊗δG)(w∗)(w ⊗ 1)(α̂ ⊗ idC∗(G))(w), ((α̂ ⊗ idC∗(G)) ◦ α̂ ◦ ρ)(x)]‖ < 3ε, (4.3)

‖(α̂∞ ◦ Adϕ(w) ◦ ρ)(x) − ((Adϕ(w) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖ < 4ε. (4.4)

Proof. From (4.1) and (4.2), we get

‖(Ad(w ⊗ 1) ◦ Ad(α̂ ⊗ idC∗(G)(w)) ◦ (α̂ ⊗ idC∗(G)))(α̂(ρ(x)))

− ((ρ ⊗ idC∗(G) ⊗ idC∗(G)) ◦ (α̂ ⊗ idC∗(G)))(α̂(x))‖ < 2ε.
(4.5)

On the other hand, applying idB ⊗δG to the inside of the norm of (4.1) and using coasso-
ciativity, we get

‖(Ad((idB ⊗δG)(w)) ◦ (α̂ ⊗ idC∗(G)))(α̂(ρ(x)))

− ((ρ ⊗ idC∗(G) ⊗ idC∗(G)) ◦ (α̂ ⊗ idC∗(G)))(α̂(x))‖ < ε.
(4.6)
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Then, (4.5) and (4.6) imply (4.3).
Direct computation implies

‖(α̂∞ ◦ Adϕ(w) ◦ ρ)(x) − ((Adϕ(w) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖
= ‖Ad((ϕ(w∗) ⊗ 1)α̂∞(ϕ(w)))(α̂∞(ρ(x)) − (ρ ⊗ idC∗(G))(α̂(x)))‖
≤ ε + ‖Ad((ϕ(w∗) ⊗ 1)α̂∞(ϕ(w)))(α̂∞(ρ(x)) − Adw(α̂∞(ρ(x))))‖
= ε + ‖Ad(w∗(ϕ(w∗) ⊗ 1)α̂∞(ϕ(w)))(α̂∞(ρ(x))) − α̂∞(ρ(x))‖,

where we used (4.1). Thanks to Lemma 4.1, we have

w∗(ϕ(w∗) ⊗ 1)α̂∞(ϕ(w))
= ((ϕα̂) ⊗ idC∗(G))(w

∗)(ϕ(w∗) ⊗ 1)((ϕ ⊗ idC∗(G)) ◦ (idB ⊗δG))(w)

= (ϕ ⊗ idC∗(G))((α̂ ⊗ idC∗(G))(w
∗)(w∗ ⊗ 1)(idB ⊗δG)(w)).

Now Lemma 4.1 and (4.3) imply (4.4).

Lemma 4.4. Let ρ be a unital endomorphism of B and let {w0(s)}s≥0 be a continuous
family of unitaries in B ⊗ C∗(G) such that

lim
s→∞

‖Adw0(s)(α̂(ρ(x))) − (ρ ⊗ idC∗(G))(α̂(x))‖ = 0

for all x ∈ B. Then we have the following.

(1) There exists a continuous family of unitaries {w(t)}t≥0 in B such that

lim
t→∞

‖α̂((Adw(t) ◦ ρ)(x)) − ((Adw(t) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖ = 0.

(2) Assume further that w0(0) = 1 and that for a finite subset F of B and a positive
number ε, the inequality

‖[w0(s), α̂(ρ(x))]‖ < ε

holds for all s ≥ 0 and x ∈ F . Then w(t) can be chosen so that w(0) = 1 and

‖[w(t), ρ(x)]‖ < ε

for all t ≥ 0 and x ∈ F .

Proof. (1) We choose an increasing sequence {Fn}∞n=0 of finite subsets of B whose union
is dense in B. We may assume that the following hold for any non-negative integer n,
x ∈ Fn and s ≥ n:

‖Adw0(s)(α̂(ρ(x))) − (ρ ⊗ idC∗(G))(α̂(x))‖ < 2−n,

‖((Adw0(s) ◦ α̂ ◦ ρ) ⊗ idC∗(G))(α̂(x)) − (((ρ ⊗ idC∗(G)) ◦ α̂) ⊗ idC∗(G))(α̂(x))‖ < 2−n.

We set w1(s, t) = ϕ̃t(w0(s)). Thanks to Lemma 4.2 and Lemma 4.3, for each non-negative
integer n, there exists tn ≥ 0 such that the following hold: for all t ≥ tn, s ∈ [n, n+1] and
x ∈ Fn, we have

‖w1(s, t)∗w1(s, t) − 1‖ < 2−n, ‖w1(s, t)w1(s, t)∗ − 1‖ < 2−n
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and
‖(α̂ ◦ Adw1(s, t) ◦ ρ)(x) − ((Adw1(s, t) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖ < 2−n+2.

We may assume that the sequence {tn}∞n=0 is increasing. Let L be the piecewise linear
path in [0,∞)2 starting from (0, t0) and connecting the following points by line segments
in order:

(0, t0), (1, t0), (1, t1), (2, t1), . . . , (n, tn), (n + 1, tn), (n + 1, tn+1), . . . .

Then the function w1(s, t) is continuous on L and w1(s, t) is invertible for all (s, t) ∈
L. Let f be a homeomorphism from [0,∞) onto L with f(0) = (0, t0). Then w(t) =
w1(f(t))|w1(f(t))|−1 gives the desired family of unitaries.

(2) Since ϕ ◦ α̂ = π|B, we have

‖[ϕ(w0(s)), ρ(x)]‖ ≤ ‖[w0(s), α̂(ρ(x))]‖.

Thus the statement follows from the above construction with a slight modification.

By using this lemma, we can prove the following theorem.

Theorem 4.5. Let ρ be a unital endomorphism of B such that α̂ ◦ ρ and (ρ⊗ idC∗(G)) ◦ α̂
are asymptotically unitarily equivalent. Then there exists a unital endomorphism ρ1 of B
such that ρ1 is asymptotically unitarily equivalent to ρ and

α̂ ◦ ρ1 = (ρ1 ⊗ idC∗(G)) ◦ α̂.

Proof. We choose an increasing sequence {Fn}∞n=1 of finite subsets of B whose union is
dense in B. Thanks to Lemma 4.4, there exists a continuous family of unitaries {w(t)}t≥0

in B satisfying

lim
t→∞

‖α̂((Adw(t) ◦ ρ)(x)) − ((Adw(t) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖ = 0

for all x ∈ B. We set ρ(0) = ρ, w(0)(t) = w(t) and t0 = 0.
We choose t1 ≥ 0 such that

‖α̂((Adw(t) ◦ ρ)(x)) − ((Adw(t) ◦ ρ) ⊗ idC∗(G))(α̂(x))‖ < 2−1

holds for all t ≥ t1 and x ∈ F1. Let ρ(1) = Adw(0)(t1) ◦ ρ(0) and u(1)(t) = w(0)(t)w(0)(t1)∗

for t ≥ t1. Then we have u(1)(t1) = 1 and

‖α̂((Adu(1)(t) ◦ ρ(1))(x)) − ((Adu(1)(t) ◦ ρ(1)) ⊗ idC∗(G))(α̂(x))‖ < 2−1

for all t ≥ t1 and x ∈ F1. Besides,

lim
t→∞

‖α̂((Adu(1)(t) ◦ ρ(1))(x)) − ((Adu(1)(t) ◦ ρ(1)) ⊗ idC∗(G))(α̂(x))‖ = 0

holds for all x ∈ B.
For t ≥ t1, let v(1)(t) = (u(1)(t)∗⊗1C∗(G))α̂(u(1)(t)). Then {v(1)(t)}t≥t1 is a continuous

family of unitaries in B ⊗ C∗(G) with v(1)(t1) = 1 satisfying

‖[v(1)(t), α̂(ρ(1)(x))]‖ < 1 for all t ≥ t1 and x ∈ F1
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and
lim
t→∞

‖Ad v(1)(t)(α̂(ρ(1)(x))) − (ρ(1) ⊗ idC∗(G))(α̂(x))‖ = 0 for all x ∈ B.

Thus thanks to Lemma 4.4, there exists a continuous family of unitaries {w(1)(t)}t≥t1 in
B with w(1)(t1) = 1 satisfying

‖[w(1)(t), ρ(1)(x)]‖ < 1 for all t ≥ t1 and x ∈ F1

and

lim
t→∞

‖α̂((Adw(1)(t) ◦ ρ(1))(x)) − ((Adw(1)(t) ◦ ρ(1)) ⊗ idC∗(G))(α̂(x))‖ = 0 for all x ∈ B.

Repeating this argument, we can construct a sequence of unital endomorphisms {ρ(n)}∞n=0,
an increasing sequence of positive numbers {tn}∞n=0 and a sequence of continuous families
of unitaries {{w(n)(t)}t≥tn}∞n=0 with w(n)(tn) = 1 for n ≥ 0 satisfying

ρ(n+1) = Adw(n)(tn+1) ◦ ρ(n),

‖α̂(ρ(n)(x)) − (ρ(n) ⊗ idC∗(G))(α̂(x))‖ < 2−n for all x ∈ Fn

and
‖[w(n)(t), ρ(n)(x)]‖ < 2−n+1 for all t ≥ tn and x ∈ Fn.

We construct a continuous family of unitaries {w′(t)}t≥0 in B as follows. For t ∈ [t0, t1],
we set w′(t) = w(0)(t). For t ∈ [tn, tn+1] with n ≥ 1, we set w′(t) = w(n)(t)w′(tn). Note
that ρ(n) = Adw′(tn) ◦ ρ holds.

Let x ∈ Fn and n < m. For t ≥ tm, we choose an integer l ≥ m such that t ∈ [tl, tl+1].
Then one has

‖Adw′(t)(ρ(x)) − Adw′(tm)(ρ(x))‖

≤ ‖Adw′(t)(ρ(x)) − Adw′(tl)(ρ(x))‖ +
l−1∑
k=m

‖Adw′(tk+1)(ρ(x)) − Adw′(tk)(ρ(x))‖

= ‖Adw(l)(t)(ρ(l)(x)) − ρ(l)(x)‖ +
l−1∑
k=m

‖Adw(k)(tk+1)(ρ(k)(x)) − ρ(k)(x)‖

≤ 2−l+1 +
l−1∑
k=m

2−k+1 < 2−m+2,

which implies that limt→∞ Adw′(t)(ρ(x)) exists for any x in the dense subset
∪∞

n=1 Fn

of B. This shows that there exists a unital endomorphism ρ1 of B satisfying α̂ ◦ ρ1 =
(ρ1 ⊗ idC∗(G)) ◦ α̂ and

lim
t→∞

Adw′(t)(ρ(x)) = ρ1(x)

for all x ∈ B, which completes the proof.

Remark 4.6. Let γ : G y C be an asymptotically representable action of G on a
unital separable nuclear C∗-algebra C and let D = C oγ G. In a similar fashion to the
theorem above, we can show the following: if ρ : D → B is an isomorphism such that
α̂ ◦ ρ and (ρ ⊗ idC∗(G)) ◦ γ̂ are asymptotically unitarily equivalent, then there exists an
isomorphism ρ1 : D → B such that ρ1 is asymptotically unitarily equivalent to ρ and
α̂ ◦ ρ1 = (ρ1 ⊗ idC∗(G)) ◦ γ̂.
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Remark 4.7. When α : G y A is an approximately representable action of G, one
can prove the following in an analogous fashion to the theorem above: if ρ is a unital
endomorphism of B such that α̂ ◦ ρ and (ρ ⊗ idC∗(G)) ◦ α̂ are approximately unitarily
equivalent, then there exists a unital endomorphism ρ1 of B such that ρ1 is approximately
unitarily equivalent to ρ and α̂ ◦ ρ1 = (ρ1 ⊗ idC∗(G)) ◦ α̂.

Moreover, when γ : G y C is an approximately representable action of G on a uni-
tal separable nuclear C∗-algebra C and D = C oγ G, one can prove the following in a
similar way: if ρ : D → B is an isomorphism such that α̂ ◦ ρ and (ρ ⊗ idC∗(G)) ◦ γ̂ are
approximately unitarily equivalent, then there exists an isomorphism ρ1 : D → B such
that ρ1 is approximately unitarily equivalent to ρ and α̂ ◦ ρ1 = (ρ1 ⊗ idC∗(G)) ◦ α̂. This is
a generalization of [8, Corollary 3.9].

Theorem 4.8. Let γ : G y C be an action of G on a unital separable nuclear C∗-algebra
C and let D = C oγ G. For any two homomorphisms ρ, σ ∈ HomĜ(D,B), the following
conditions are equivalent.

(1) The two homomorphisms ρ and σ are Ĝ-asymptotically unitarily equivalent.

(2) The two homomorphisms ρ and σ are asymptotically unitarily equivalent.

Proof. The implication (1)⇒(2) is trivial. We would like to show that (2) implies (1),
assuming that α is asymptotically representable. Suppose that {w0(s)}s≥0 is a continuous
family of unitaries in B = A oα G satisfying

lim
s→∞

Adw0(s)(ρ(x)) = σ(x)

for all x ∈ D. We choose an increasing sequence {Fn}∞n=0 of finite subsets of D whose
union is dense in D. We may assume

‖((Adw0(s) ◦ ρ) ⊗ idC∗(G))(γ̂(x)) − (σ ⊗ idC∗(G))(γ̂(x))‖ < 2−n

holds for all s ≥ n and x ∈ Fn. From

α̂ ◦ ρ = (ρ ⊗ idC∗(G)) ◦ γ̂

and
α̂ ◦ σ = (σ ⊗ idC∗(G)) ◦ γ̂,

we have
‖(w0(s) ⊗ 1)α̂(ρ(x)) − α̂(σ(x))(w0(s) ⊗ 1)‖ < 2−n

for all s ≥ n and x ∈ Fn. Then, Lemma 4.1 implies

‖ϕ(w0(s) ⊗ 1)ρ(x) − σ(x)ϕ(w0(s) ⊗ 1)‖ < 2−n

for all s ≥ n and x ∈ Fn. Let E : B → A be the canonical conditional expectation
determined by E(uα

g ) = 0 for g ∈ G \ {e}. Note that since ϕ(B ⊗ C) ⊂ C∗(A ∪ {vg})/C0,
the two asymptotic morphisms {ϕ̃t}t≥0 and {E ◦ ϕ̃t}t≥0 are equivalent on B ⊗ C, that is,

lim
t→∞

‖ϕ̃t(x ⊗ 1) − E(ϕ̃t(x ⊗ 1))‖ = 0
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for all x ∈ B. We set w1(s, t) = E(ϕ̃t(w0(s) ⊗ 1)) ∈ A.
Thanks to Lemma 4.2, for each non-negative integer n, there exists tn ≥ 0 such that

the following hold: for any t ≥ tn, s ∈ [n, n + 1] and x ∈ Fn, one has

‖w1(s, t)∗w1(s, t) − 1‖ < 2−n, ‖w1(s, t)w1(s, t)∗ − 1‖ < 2−n

and
‖w1(s, t)ρ(x) − σ(x)w1(s, t)‖ < 2−n.

The rest of the proof is the same as that of Lemma 4.4.

Remark 4.9. When α : G y A is an approximately representable action of G, one can
prove the following in an analogous fashion to the theorem above: for any two homomor-
phisms ρ, σ ∈ HomĜ(D,B), the following conditions are equivalent.

(1) The two homomorphisms ρ and σ are Ĝ-approximately unitarily equivalent.

(2) The two homomorphisms ρ and σ are approximately unitarily equivalent.

When {ug}g∈G is an α-cocycle in A, one can define a homomorphism ιu : C∗(G) → B
by ιu(λg) = ugλ

α
g for g ∈ G. Clearly ιu belongs to HomĜ(C∗(G), B), where C∗(G) is

regarded as the crossed product of C by the trivial action of G. The perturbed action
αu : G y A is the action defined by αu

g = Ad ug ◦ αg.

Corollary 4.10. Suppose that α : G y A is approximately representable and {ug}g, {vg}g

are α-cocycles in A.

(1) There exists a sequence of unitaries {sn}∞n=1 in A satisfying

lim
n→∞

snugαg(s∗n) = vg

for all g ∈ G if and only if ιu and ιv are approximately unitarily equivalent.

(2) If there exists µ ∈ AutĜ(B) such that µ ◦ ιu and ιv are approximately unitarily
equivalent, then the two actions αu and αv are strongly cocycle conjugate. When
G = ZN and B is purely infinite simple, the converse also holds.

Proof. (1) Suppose that there exists a sequence of unitaries {sn}∞n=1 in A such that
limn→∞ snugαg(s∗n) = vg for all g ∈ G. It follows that

lim
n→∞

snιu(λg)s∗n = lim
n→∞

snugλ
α
g s∗n = lim

n→∞
snugαg(s∗n)λα

g = vgλ
α
g = ιv(λg),

which means that ιu and ιv are approximately unitarily equivalent.
Conversely, if ιu and ιv are approximately unitarily equivalent, then by Remark 4.9, ιu

and ιv are Ĝ-approximately unitarily equivalent. Thus there exists a sequence of unitaries
{sn}∞n=1 in A such that limn→∞ snιu(λg)s∗n = ιv(λg) for all g ∈ G. Hence snugαg(s∗n) =
snugλ

α
g s∗nλα∗

g goes to vgλ
α
g λα∗

g = vg as n goes to infinity.
(2) Take a finite subset F ⊂ G and ε > 0 arbitrarily. By Remark 4.9, µ ◦ ιu and ιv

are Ĝ-approximately unitarily equivalent. Therefore there exists a sequence of unitaries
{sn}∞n=1 in A such that

lim
n→∞

‖snµ(ugλ
α
g )s∗n − vgλ

α
g ‖ = 0
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for all g ∈ G. Put wg = µ(ugλ
α
g )λα∗

g v∗g . Then {wg}g∈G is an αv-cocycle in A and Adwg ◦
αv

g = µ ◦ αu
g ◦ µ−1 on A. In addition,

lim
n→∞

‖wg − s∗nαv
g(sn)‖ = 0

which completes the proof.
We turn to the case G = ZN . Suppose that the two actions αu and αv are strongly

cocycle conjugate. Let F ⊂ ZN be a finite generating set and let ε > 0. There exists an
isomorphism µ : A → A and an αv-cocycle {wg}g∈ZN such that

Adwg ◦ αv
g = µ ◦ αu

g ◦ µ−1 ∀g ∈ ZN and ‖wg − 1‖ < ε ∀g ∈ F.

Define µ̃ ∈ AutTN (B) by

µ̃(a) = a ∀a ∈ A and µ̃(λα
g ) = µ(u∗

g)wgvgλ
α
g ∀g ∈ ZN .

It is easy to see ‖µ̃(ιu(λg)) − ιv(λg)‖ < ε for every g ∈ F . Since C∗(ZN ) satisfies the
universal coefficient theorem and its K-groups are free abelian groups of finite rank, if
ε > 0 is sufficiently small, we can conclude that KK(µ̃ ◦ ιu) = KK(ιv). It follows from [4,
Theorem 1.7] that µ̃ ◦ ιu and ιv are approximately unitarily equivalent.

Finally in this section, we show a G-equivariant version of Nakamura’s theorem [20,
Theorem 5]. Suppose that A is a unital Kirchberg algebra and that α : G y A is outer.
Let β1 and β2 be automorphisms on A satisfying

βi ◦ αg = Ad ui,g ◦ αg ◦ βi

for i = 1, 2 and g ∈ G, where {u1,g}g∈G and {u2,g}g∈G are α-cocycles in A. Then, for each
i = 1, 2, there exists an extension β̃i ∈ Aut(B) determined by β̃i(λα

g ) = ui,gλ
α
g . Note that

β̃i belongs to AutĜ(B). We further assume that, for each i = 1, 2, the map (n, g) 7→ βn
i αg

induces an injection from Z × G to Out(A).

Theorem 4.11. In the setting above, if KK(β̃1) = KK(β̃2), then there exists an auto-
morphism µ ∈ AutĜ(B) and a unitary v ∈ A such that KK(µ) = 1B, KK(µ|A) = 1A

and
µ ◦ β̃1 ◦ µ−1 = Ad v ◦ β̃2.

Proof. We apply the argument of [20, Theorem 5] to β̃1 and β̃2. By Theorem 2.3, B is
a unital Kirchberg algebra. Since KK(β̃1) = KK(β̃2), by Theorem 2.6 (2), β̃1 and β̃2

are asymptotically unitarily equivalent. Then Theorem 4.8 implies that β̃1 and β̃2 are
Ĝ-asymptotically unitarily equivalent. Moreover, by Theorem 3.6, we can find Rohlin
projections for β̃i in (Aω)α ⊂ Bω. Hence, by using Lemma 3.3 instead of [20, Theorem 7],
the usual intertwining argument shows the statement.
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5 Uniqueness of ZN-actions on O∞

Throughout this section, we let T denote the set of all complex numbers with absolute
value one. For a discrete group G, let Z2(G, T) denote the abelian group of all 2-cocycles
from G × G to T, that is,

Z2(G, T) = {ω : G × G → T | ω(g, h)ω(gh, k) = ω(h, k)ω(g, hk) ∀g, h, k ∈ G}

and let B2(G, T) denote the subgroup of 2-coboundaries in Z2(G, T), i.e. elements of the
form ω(g, h) = f(g)f(h)f(gh)−1 for some map f : G → T. Two 2-cocycles ω, ω′ ∈ Z2(G, T)
are said to be cohomologous, if ωω′−1 is in B2(G, T).

Let α : G y A be an action of a discrete group G on a unital C∗-algebra A. We say
that α absorbs ω ∈ Z2(G, T), if there exists an automorphism µ of A and a family of
unitaries {ug}g∈G in A satisfying

µ ◦ αg ◦ µ−1 = Adug ◦ αg

and
ugαg(uh) = ω(g, h)ug,h

for every g, h ∈ G. If ω, ω′ ∈ Z2(G, T) are cohomologous and α absorbs ω, then clearly α
absorbs ω′, too.

The following is an easy observation and we omit the proof.

Lemma 5.1. Suppose that two actions α, β of a discrete group G on a unital simple
C∗-algebra A are outer conjugate.

(1) If α absorbs ω ∈ Z2(G, T), then so does β.

(2) If α absorbs all elements in Z2(G, T), then α and β are cocycle conjugate.

When G is abelian, as described in [21], the second cohomology group H2(G, T) ∼=
Z2(G, T)/B2(G, T) is isomorphic to the subgroup

{χ ∈ Hom(G, Ĝ) | 〈χ(g), g〉 = 1 for every g ∈ G}

of Hom(G, Ĝ), where 〈·, ·〉 is the paring of Ĝ and G. The isomorphism between them is
given by sending ω ∈ Z2(G, T) to

χ(g)(h) = ω(g, h)ω(h, g)−1 g, h ∈ G.

In particular, when G is ZN , H2(G, T) = H2(ZN , T) is isomorphic to

{(θi,j)1≤i≤j≤N ∈ TN2 | θi,i = 1 and θi,jθj,i = 1 for all i, j} ∼= TN(N−1)/2.

Lemma 5.2. For any ω ∈ Z2(ZN , T), there exists an outer ZN -action α on the Cuntz
algebra O∞ which absorbs ω.
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Proof. From the fact mentioned above, ω corresponds to some (θi,j)i,j ∈ TN2
satisfying

θi,i = 1 and θi,jθj,i = 1 for all i, j = 1, 2, . . . , N . Therefore, it suffices to construct an outer
ZN -action α on O∞, a family of unitaries {ui}N

i=1 in O∞ and an automorphism µ of O∞
such that

µ ◦ αi ◦ µ−1 = Ad ui ◦ αi

and
uiαi(uj) = θi,jujαj(ui)

for every i, j = 1, 2, . . . , N , where αi denotes the i-th generator of the ZN -action α.
First, we claim that O∞ contains a family of unitaries {vi}N

i=1 satisfying vivj = θi,jvjvi.
For each θi,j , it is easy to find two unitaries xi,j and yi,j such that xi,jyi,j = θi,jyi,jxi,j in
a C∗-algebra Bi,j isomorphic to O∞ (see [6] for example). Let B =

⊗
1≤i<j≤N Bi,j . We

regard Bi,j as a subalgebra of B. For i = 1, 2, . . . , N , we set

vi =

 ∏
1≤k<i

yk,i

 ∏
i<l≤N

xi,l

 .

It is straightforward to see the commutation relation vivj = θi,jvjvi.
We define a ZN -action α on A =

⊗∞
k=0 B by

αi = id⊗ id⊗
∞⊗

k=2

Ad vi

for i = 1, 2, . . . , N . Let
ui = 1 ⊗ vi ⊗ 1 ⊗ . . . .

Since O∞ is isomorphic to O∞ ⊗ O∞, α is conjugate to the ZN -action determined by
Adui ◦ αi. In addition, uiαi(uj) = θi,jujαj(ui) holds. By tensoring another outer ZN -
action if necessary, we may assume that α is outer, thereby completing the proof.

Lemma 5.3. Let α be an action of ZN on the Cuntz algebra O∞. Then, the canonical
inclusion ιN : C∗(ZN ) → O∞ oα ZN induces a KK-equivalence.

Proof. We use the induction on N . When N = 0, the assertion is clear. Assume that the
claim has been shown for N − 1.

Let α be an action of ZN on O∞. We regard ZN−1 as a subgroup of ZN via the
map (n1, n2, . . . , nN−1) 7→ (n1, n2, . . . , nN−1, 0). Let A be the crossed product of O∞ by
ZN−1 and let αN denote the N -th generator of α. Then, αN extends to an automor-
phism on A and O∞ oα ZN is canonically identified with A oαN Z. From the induction
hypothesis, the inclusion ιN−1 : C∗(ZN−1) → A induces a KK-equivalence. In addition,
ιN−1 is a covariant homomorphism from (C∗(ZN−1), id) to (A, αN ). By the naturality of
the Pimsner-Voiculescu exact sequence, we obtain the following commutative diagram, in
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which the vertical sequences are exact.

K∗(C∗(ZN−1))
K∗(ιN−1)−−−−−−→∼=

K∗(A)y y
K∗(C∗(ZN−1))

K∗(ιN−1)−−−−−−→∼=
K∗(A)y y

K∗(C∗(ZN ))
K∗(ιN )−−−−→ K∗(A oαN Z)y y

K1−∗(C∗(ZN−1))
K1−∗(ιN−1)−−−−−−−−→∼=

K1−∗(A)y y
K1−∗(C∗(ZN−1))

K1−∗(ιN−1)−−−−−−−−→∼=
K1−∗(A)

From an easy diagram chase, we can conclude that K∗(ιN ) is an isomorphism for ∗ = 0, 1.
The universal coefficient theorem [26] implies that KK(ιN ) is invertible.

Now we can prove the uniqueness of outer ZN -actions on O∞ up to cocycle conjugacy.

Theorem 5.4. Any outer ZN -actions on O∞ are cocycle conjugate to each other. In
consequence, they are asymptotically representable.

Proof. The proof is by induction on N . When N = 1, we get the conclusion from Theorem
2.9 and Lemma 2.10. Assume that the claim has been shown for N − 1.

Let α and β be outer ZN -actions on A ∼= O∞. Let α′ and β′ be the ZN−1-actions
generated by the first N − 1 generators of α and β, respectively. We denote the N -th
generator of α and β by αN and βN , respectively. From the induction hypothesis, by
conjugating β if necessary, we may assume that there exists an α′-cocycle {ug}g∈ZN−1 in
A such that βg = Ad ug ◦ αg. Moreover, α′ is asymptotically representable. It is easy to
check

βN ◦ α′
g = (AdβN (u∗

g)ug) ◦ α′
g ◦ βN

for all g ∈ ZN−1 and {βN (u∗
g)ug}g is an α′-cocycle.

Let Bα and Bβ be the crossed product of A by the ZN−1-actions α′ and β′, respectively.
There exists an isomorphism π : Bβ → Bα such that π(a) = a for all a ∈ A and π(λβ

g ) =
ugλ

α
g for all g ∈ ZN−1. The automorphisms αN and βN of A extend to automorphisms

α̃N and β̃N of Bα and Bβ , respectively. By Lemma 5.3, we have KK(α̃N ) = 1 and
KK(β̃N ) = 1, and hence

KK(π ◦ β̃N ◦ π−1) = 1 = KK(α̃N )

in KK(Bα, Bα). By applying Theorem 4.11 to α′, α̃N and π ◦ β̃N ◦ π−1, we obtain
µ ∈ AutTN−1(Bα) and v ∈ U(A) satisfying the conditions stated there. For each g ∈ ZN−1,
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µ|A commutes with αg up to an inner automorphism of A. Furthermore,

Ad v ◦ αN = (Ad v ◦ α̃N )|A
= (µ ◦ π ◦ β̃N ◦ π−1 ◦ µ−1)|A
= (µ|A) ◦ βN ◦ (µ|A)−1.

It follows that the ZN -actions α and β are outer conjugate. Thus, any outer ZN -actions
on O∞ are outer conjugate to each other. Now the conclusion follows from Lemma 5.1
and Lemma 5.2.

6 Uniqueness of asymptotically representable ZN-actions

Let G be a countable infinite discrete amenable group and let {Sg}g∈G be the generator of
the Cuntz algebra O∞. Define an action γG of G on O∞ by γG

g (Sh) = Sgh. We consider
the diagonal action γG ⊗ γG on O∞ ⊗O∞. Clearly γG and γG ⊗ γG are both outer. Let

ρl : O∞ 3 x 7→ x ⊗ 1 ∈ O∞ ⊗O∞,

ρr : O∞ 3 x 7→ 1 ⊗ x ∈ O∞ ⊗O∞.

Then clearly ρl, ρr are in HomG(O∞,O∞ ⊗O∞). We let

ρ̃l, ρ̃r ∈ HomĜ(O∞ oγG G, (O∞ ⊗O∞) oγG⊗γG G)

denote the natural extensions of ρl and ρr, respectively.

Lemma 6.1. If the diagonal action γG⊗γG is asymptotically (resp. approximately) repre-
sentable, then ρl and ρr are G-asymptotically (resp. G-approximately) unitarily equivalent.

Proof. Note that γG is a quasi-free action. Let ι : C∗(G) → O∞ oγG G be the inclusion
map. It is well-known that KK(ι) ∈ KK(C∗(G),O∞ oγG G) is invertible (see [24, Section
4]). From ρ̃l ◦ ι = ρ̃r ◦ ι, we can conclude KK(ρ̃l) = KK(ρ̃r). It follows from Theorem
2.6 (2) that ρ̃l and ρ̃r are asymptotically unitarily equivalent. Hence, by Theorem 4.8 and
Remark 4.9, ρ̃l and ρ̃r are Ĝ-asymptotically unitarily equivalent (resp. Ĝ-approximately
unitarily equivalent). Therefore, ρl and ρr are G-asymptotically unitarily equivalent (resp.
G-approximately unitarily equivalent).

Lemma 6.2. Let A be a unital Kirchberg algebra and let (α, u) be an outer cocycle action
of G on A. Then, there exists σ ∈ HomG(O∞, Aω).

Proof. By Lemma 3.4, there exists a non-zero projection p ∈ Aω such that pαg(p) = 0
for every g ∈ G \ {e}. Let T ∈ Aω be an isometry satisfying TT ∗ ≤ p. Define a unital
homomorphism σ : O∞ → Aω by σ(Sg) = αg(T ). Evidently σ belongs to HomG(O∞, Aω).

Theorem 6.3. Let A be a unital Kirchberg algebra and let (α, u) be an outer cocycle
action of G on A. If the diagonal action γG ⊗ γG of G on O∞ ⊗ O∞ is approximately
representable, then there exists an isomorphism µ : A ⊗ O∞ → A such that (α, u) is
equivalent to (µ ◦ (α ⊗ γG) ◦ µ−1, µ(u ⊗ 1)).
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Proof. By using Lemma 6.1 and Lemma 6.2, we can show the statement in a similar
fashion to the proofs of Theorem 7.2.2, Theorem 7.2.1 and Proposition 2.3.5 of [25]. We
leave the details to the reader.

We obtain the following two corollaries.

Corollary 6.4. Let A be a unital Kirchberg algebra and let (α, u) be an outer cocycle
action of ZN on A. Let γ be an outer action of ZN on O∞.

(1) There exists an isomorphism µ : A ⊗ O∞ → A such that (α, u) is equivalent to
(µ ◦ (α ⊗ γ) ◦ µ−1, µ(u ⊗ 1)).

(2) (α, u) has the Rohlin property.

Proof. The first statement follows from Theorem 5.4 and Theorem 6.3. The second state-
ment follows from Corollary 3.7, Theorem 5.4 and the first statement.

Corollary 6.5. Let A be a unital Kirchberg algebra and let α, β be outer ZN -actions on
A. If α and β are outer conjugate, then they are cocycle conjugate.

Proof. By Corollary 6.4 (1), (A,α) is cocycle conjugate to (A ⊗O∞, α ⊗ γZN
). Then the

assertion follows from Lemma 5.1, Lemma 5.2 and Theorem 5.4.

Now we can prove the uniqueness of asymptotically representable outer ZN -actions
on a unital Kirchberg algebra up to KK-trivial cocycle conjugacy in a similar fashion to
Theorem 5.4.

Theorem 6.6. Any asymptotically representable outer ZN -actions on a unital Kirchberg
algebra A are KK-trivially cocycle conjugate to each other.

Proof. The proof is by induction on N . When N = 1, we get the conclusion Theorem 2.9
and Lemma 2.10. Assume that the claim has been shown for N − 1.

Let α and β be asymptotically representable outer ZN -actions on A. We use the same
notation as in the proof of Theorem 5.4. Since α′ and β′ are asymptotically representable
outer ZN−1-actions on A, by the induction hypothesis, we may assume that there exists
an α′-cocycle {ug}g∈ZN−1 in A such that βg = Adug ◦ αg. Moreover, as α and β are both
asymptotically representable, one has KK(α̃N ) = 1 in KK(Bα, Bα) and KK(β̃N ) = 1 in
KK(Bβ , Bβ). In the same way as Theorem 5.4, we can find µ ∈ Aut(A) with KK(µ) = 1A

that induces outer conjugacy between α and β. Then, from Corollary 6.5 and its proof,
we can conclude that α and β are KK-trivially cocycle conjugate.

Remark 6.7. A key step in the proof above is KK(α̃N ) = 1 in KK(Bα, Bα). When
A = O2, the crossed product Bα = A oα′ ZN−1 is again O2, and so KK(Bα, Bα) = 0.
By using this observation, one can show the uniqueness of outer ZN -actions on O2 up to
cocycle conjugacy, which is the main result of [18].

If there exists a path {γt}t∈[0,1] of automorphisms of A such that γ0 = id, γ1 = αN and
γt ◦α′

g = α′
g ◦γt for all t ∈ [0, 1] and g ∈ ZN−1, then KK(α̃N ) = 1 in KK(Bα, Bα). Hence

any outer ZN -action α on a unital Kirchberg algebra that extends to an RN -action is
asymptotically representable. In particular, any outer quasi-free ZN -actions on the Cuntz
algebra On are mutually cocycle conjugate.

21



In the rest of this section, we let α : ZN y A be an outer asymptotically representable
action of ZN on a unital Kirchberg algebra A and let B = A oα ZN . We would like to
characterize elements in HomTN (B,B) in terms of KK-theory. As applications, we show
Theorem 6.18 and Theorem 6.20. Let HTN (B,B) be the subset of KK(B,B) consisting
of x satisfying

K0(x)([1]) = [1]

and
x · KK(α̂) = KK(α̂) · (x ⊗ 1C∗(ZN )),

and let HTN (B,B)−1 be the subset of HTN (B,B) consisting of invertible elements. Thanks
to Theorem 4.5, Remark 4.6 and Theorem 4.8, we obtain the following.

Lemma 6.8. (1) There exists a natural bijective correspondence between HTN (B,B)
and the quotient space of HomTN (B,B) by TN -asymptotically unitary equivalence.

(2) There exists a natural bijective correspondence between HTN (B,B)−1 and the quo-
tient space of AutTN (B) by TN -asymptotically unitary equivalence.

Let δN : C∗(ZN ) → C∗(ZN ) ⊗ C∗(ZN ) be the coproduct and let jα : A → B and
j : A → A ⊗ C∗(ZN ) be the canonical embeddings. By the uniqueness of asymptotically
representable outer actions of ZN on a unital Kirchberg algebra, we get the following.

Lemma 6.9. There exists a KK-equivalence w ∈ KK(B,A ⊗ C∗(ZN )) such that

KK(jα) · w = KK(j)

and
w · KK(idA ⊗δN ) = KK(α̂) · (w ⊗ 1C∗(ZN )).

Proof. Let γ : ZN y O∞ be an outer action and let ι : C∗(ZN ) → O∞ oγ ZN be the
canonical inclusion. We have the following commutative diagram.

A ⊗ C∗(ZN ) idA ⊗ι−−−−→ (A ⊗O∞) oid⊗γ ZN

idA ⊗δN

y y\id⊗γ

A ⊗ C∗(ZN ) ⊗ C∗(ZN ) −−−−−−−−−−−→
idA ⊗ι⊗id

C∗(ZN )

((A ⊗O∞) oid⊗γ ZN ) ⊗ C∗(ZN )

By Lemma 5.3, KK(ι) is invertible, and so KK(idA ⊗ι) is also invertible.
Both α and id⊗γ are asymptotically representable outer ZN -actions on A ∼= A⊗O∞.

It follows from Theorem 6.6 that there exists an isomorphism

µ ∈ HomTN (B, (A ⊗O∞) oid⊗γ ZN ).

In other words, the following diagram

B
µ−−−−→ (A ⊗O∞) oid⊗γ ZNyα̂ \id⊗γ

y
B ⊗ C∗(ZN ) −−−−−−−→

µ⊗id
C∗(ZN )

((A ⊗O∞) oid⊗γ ZN ) ⊗ C∗(ZN )

is commutative. Then w = KK(µ) · KK(idA ⊗ι)−1 meets the requirement.
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In what follows we fix the KK-equivalence w ∈ KK(B,A⊗C∗(ZN )) described in the
lemma above.

Let S = C0((0, 1)) and let T = C ⊕ S. Put [N ] = {1, 2, . . . , N}. The N -fold tensor
product T ⊗N has 2N direct sum components and each of them is isomorphic to a tensor
product of several copies of S. For I ⊂ [N ], we let SI ⊂ T ⊗N denote the tensor product
of S’s of the i-th tensor product component for all i ∈ I, so that

T ⊗N =
⊕

I⊂[N ]

SI .

Note that S∅ is isomorphic to C. When I, J ⊂ [N ] are disjoint, we may identify SI ⊗ SJ

with SI∪J . For I ⊂ [N ] and J ⊂ I, we let σ(I, J) be the canonical invertible element in
KK(SI , SI\J ⊗ SJ), where SI\J ⊗ SJ is a subalgebra of T ⊗N ⊗ T ⊗N . Define

σN ∈ KK(T ⊗N , T ⊗N ⊗ T ⊗N )

by
σN =

∑
J⊂I⊂[N ]

σ(I, J).

For n ∈ N, we let δn : C∗(Zn) → C∗(Zn)⊗C∗(Zn) denote the coproduct. By a suitable
permutation of tensor components of C∗(Zn) ⊗ C∗(Zn) ∼= C∗(Z)⊗2n, δn can be viewed as
(δ1)⊗n. Let z ∈ KK(C∗(Z), T ) be an invertible element. We denote the N -fold tensor
product of z by zN ∈ KK(C∗(ZN ), T ⊗N ).

Lemma 6.10. In the setting above, one has zN · σN · (zN ⊗ zN )−1 = KK(δN ).

Proof. The proof is by induction. It is easy to see that

z−1
1 · KK(δ1) · (z1 ⊗ z1) = σ(∅, ∅) + σ({1}, ∅) + σ({1}, {1}) = σ1.

The conclusion follows from

σn−1 ⊗ σ1

=
∑

J⊂I⊂[n−1]

σ(I, J) ⊗ σ(∅, ∅) + σ(I, J) ⊗ σ({n}, ∅) + σ(I, J) ⊗ σ({n}, {n})

=
∑

J⊂I⊂[n−1]

σ(I, J) +
∑

J⊂I⊂[n],n∈I,n/∈J

σ(I, J) +
∑

J⊂I⊂[n],n∈J

σ(I, J)

= σn.

Let e ∈ T ⊗N be the unit of S∅ ∼= C. Let H ′
TN (B,B) be the subset of KK(A⊗T ⊗N , A⊗

T ⊗N ) consisting of x satisfying

K0(x)([1 ⊗ e]) = [1 ⊗ e]

and
x · (1A ⊗ σN ) = (1A ⊗ σN ) · (x ⊗ 1T ⊗N ),

and let H ′
TN (B,B)−1 be the subset of H ′

TN (B,B) consisting of invertible elements.
From the above two lemmas, we have the following.
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Lemma 6.11. (1) The KK-equivalence w · (1A ⊗ zN ) ∈ KK(B,A ⊗ T ⊗N ) induces a
bijective correspondence between HTN (B,B) and H ′

TN (B,B).

(2) The KK-equivalence w · (1A ⊗ zN ) ∈ KK(B,A ⊗ T ⊗N ) induces a bijective corre-
spondence between HTN (B,B)−1 and H ′

TN (B,B)−1.

Since
A ⊗ T ⊗N =

⊕
I⊂[N ]

A ⊗ SI ,

any element x ∈ KK(A ⊗ T ⊗N , A ⊗ T ⊗N ) can be written as

x =
∑

I,J⊂[N ]

x(I, J),

where x(I, J) is in KK(A⊗ SI , A⊗ SJ). Now we calculate H ′
TN (B,B) and H ′

TN (B,B)−1

as follows.

Lemma 6.12. For

x =
∑

I,J⊂[N ]

x(I, J) ∈ KK(A ⊗ T ⊗N , A ⊗ T ⊗N ),

the following are equivalent.

(1) x belongs to H ′
TN (B,B).

(2) For each K ⊂ [N ], there exists yK ∈ KK(A ⊗ SK , A) such that K0(y∅)([1]) = [1]
and

x(I, J) =

{
yI\J ⊗ 1SJ

if J ⊂ I

0 otherwise.

Moreover, x is invertible if and only if y∅ is invertible.

Proof. The implication from (2) to (1) is straightforward. Let us show the other implica-
tion. Notice that KK(A ⊗ T ⊗N , A ⊗ T ⊗N ⊗ T ⊗N ) is isomorphic to⊕

I,J,J ′⊂[N ]

KK(A ⊗ SI , A ⊗ SJ ′ ⊗ SJ).

For any z in KK(A ⊗ T ⊗N , A ⊗ T ⊗N ⊗ T ⊗N ), we denote its KK(A ⊗ SI , A ⊗ SJ ′ ⊗ SJ)
component by z(I, J ′, J). One can see

(x · (1A ⊗ σN ))(I, J ′, J)

=

{
x(I, J ′ ∪ J) · (1A ⊗ σ(J ′ ∪ J, J)) if J ′ ∩ J = ∅
0 otherwise

and

((1A ⊗ σN ) · (x ⊗ 1T ⊗N ))(I, J ′, J)

=

{
(1A ⊗ σ(I, J)) · (x(I \ J, J ′) ⊗ 1SJ

) if J ⊂ I

0 otherwise.
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By letting J ′ = ∅, we have

x(I, J) · (1A ⊗ σ(J, J))

=

{
(1A ⊗ σ(I, J)) · (x(I \ J, ∅) ⊗ 1T ⊗N ) if J ⊂ I

0 otherwise.

Hence, if J is not contained in I, then x(I, J) = 0. If J is a subset of I, then

x(I, J)

= (1A ⊗ σ(I, J)) · (x(I \ J, ∅) ⊗ 1T ⊗N ) · (1A ⊗ σ(J, J))−1

= x(I \ J, ∅) ⊗ 1SJ
,

which implies (2). In addition, it is easy to see that

x =
∑

J⊂I⊂[N ]

x(I, J)

is of the form of an upper triangular matrix. Therefore, x is invertible if and only if the
diagonal part is invertible. Since the diagonal part is given by∑

I⊂[N ]

y∅ ⊗ 1SI
,

the proof is completed.

Notice that, for x1, x2 ∈ H ′
TN (B,B), the product x1 · x2 is computed as follows:

(x1 · x2)(I, ∅) =
∑
J⊂I

x1(I, J) · x2(J, ∅) =
∑
J⊂I

(x1(I \ J, ∅) ⊗ 1SJ
) · x2(J, ∅).

From Lemma 6.8, 6.11, 6.12 and this observation, we get the following proposition. For

y ∈ KK(A ⊗ T ⊗N , A) =
⊕

I⊂[N ]

KK(A ⊗ SI , A),

its KK(A ⊗ SI , A) component is denoted by yI .

Proposition 6.13. There exists a surjective map Θ from HomTN (B,B) to

H ′′ = {y ∈ KK(A ⊗ T ⊗N , A) | K0(y∅)([1])=[1]}

satisfying the following.

(1) ρ1, ρ2 ∈ HomTN (B,B) are TN -asymptotically unitarily equivalent if and only if
Θ(ρ1) = Θ(ρ2).

(2) If y is in H ′′ and y∅ ∈ KK(A, A) is invertible, then there exists ρ ∈ AutTN (B) such
that Θ(ρ) = y.
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(3) For ρ1, ρ2 ∈ HomTN (B,B), Θ(ρ2 ◦ ρ1) is given by

Θ(ρ2 ◦ ρ1)I =
∑
J⊂I

(Θ(ρ1)I\J ⊗ 1SJ
) · Θ(ρ2)J , I ⊂ [N ].

Remark 6.14. When A = O∞,

{y ∈ H ′′ | y∅ is invertible}

is isomorphic to Z2N−1−1. For any ρ ∈ AutTN (B), α : ZN y A and ρ|A give rise to a
cocycle action of ZN+1 on A. Hence, when N ≥ 2, there exist infinitely many outer cocycle
ZN+1-actions on O∞ which are not mutually equivalent. In other words, O∞ ⊗ K admits
infinitely many outer ZN+1-actions which are not mutually cocycle conjugate. Moreover,
there exist infinitely many cocycle ZN+1-actions on O∞ which are not equivalent to a
genuine action, because outer ZN+1-actions on O∞ are unique up to cocycle conjugacy by
Theorem 5.4.

Let HTN (C∗(ZN ), B) be the subset of KK(C∗(ZN ), B) consisting of x satisfying

K0(x)([1]) = [1]

and
x · KK(α̂) = KK(δN ) · (x ⊗ 1C∗(ZN )).

There exists a natural map from HomTN (C∗(ZN ), B) to HTN (C∗(ZN ), B).
Let H ′

TN (C∗(ZN ), B) be the subset of KK(T ⊗N , A ⊗ T ⊗N ) consisting of a satisfying

K0(a)([e]) = [1 ⊗ e]

and
a · (1A ⊗ σN ) = σN · (a ⊗ 1T ⊗N ).

From Lemma 6.9 and 6.10, one has the following.

Lemma 6.15. The map
x 7→ z−1

N · x · w · (1A ⊗ zN )

gives a bijective correspondence between HTN (C∗(ZN ), B) and H ′
TN (C∗(ZN ), B).

For a ∈ H ′
TN (C∗(ZN ), B) and I, J ⊂ [N ], we denote the KK(SI , A⊗SJ) component of

a by a(I, J). Let h : C → A be the unital homomorphism. In a similar fashion to Lemma
6.12, we have the following.

Lemma 6.16. For

a =
∑

I,J⊂[N ]

a(I, J) ∈ KK(T ⊗N , A ⊗ T ⊗N ),

the following are equivalent.

(1) a belongs to H ′
TN (C∗(ZN ), B).
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(2) For each K ⊂ [N ], there exists bK ∈ KK(SK , A) such that b∅ = KK(h) and

a(I, J) =

{
bI\J ⊗ 1SJ

if J ⊂ I

0 otherwise.

We let ι : C∗(ZN ) → B denote the canonical embedding. When {ug}g∈ZN is an α-
cocycle in A, one can define a homomorphism ιu : C∗(ZN ) → B by ιu(λg) = ugλ

α
g for

g ∈ ZN . Clearly ιu belongs to HomTN (C∗(ZN ), B).

Lemma 6.17. If A satisfies the universal coefficient theorem and

Ki(A) = {f([1]) | f ∈ Hom(K0(A),Ki(A))}

for each i = 0, 1, then for any α-cocycle {ug}g∈ZN in A, there exists an automorphism
µ ∈ AutTN (B) such that KK(µ|A) = 1A and KK(µ ◦ ι) = KK(ιu). When N = 1, we
only need the assumption on K1(A).

Proof. For I ⊂ [N ], we let |I| denote the cardinality of I. There exists a natural iso-
morphism between KK(SI , A) and Ki(A), where i = 0 if |I| is even and i = 1 if |I| is
odd. From the assumption, we have the following: for any q ∈ KK(SI , A), there exists
p ∈ KK(A ⊗ SI , A) such that KK(h ⊗ idSI

) · p = q.
By Lemma 6.15,

a = z−1
N · KK(ι) · w · (1A ⊗ zN )

and
c = z−1

N · KK(ιu) · w · (1A ⊗ zN )

are in H ′
TN (C∗(ZN ), B). We claim that there exists x ∈ H ′

TN (B,B) such that a · x = c.
We construct yI ∈ KK(A ⊗ SI , A) for each I ⊂ [N ] by using the induction on |I|.

First, we let y∅ = 1A ∈ KK(A,A). Suppose that yI has been chosen for every I ⊂ [N ]
with |I| < n. Take I ⊂ [N ] such that |I| = n. Put

q = c(I, ∅) −
∑

J⊂I,J 6=I

a(I, J) · yJ ∈ KK(SI , A).

Then there exists p ∈ KK(A ⊗ SI , A) such that KK(h ⊗ idSI
) · p = q. We let yI = p.

Define x ∈ KK(A ⊗ T ⊗N , A ⊗ T ⊗N ) by

x(I, J) =

{
yI\J ⊗ 1SJ

if J ⊂ I

0 otherwise.

By Lemma 6.12, x belongs to H ′
TN (B,B). For every I ⊂ [N ],

(a · x)(I, ∅) =
∑
J⊂I

a(I, J) · x(J, ∅)

=
∑

J⊂I,J 6=I

a(I, J) · yJ + a(I, I) · yI

= c(I, ∅),
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because a(I, I) = KK(h)⊗ 1SI
by Lemma 6.16. Since a · x is in H ′

TN (C∗(ZN ), B), we get
a · x = c by Lemma 6.16. Notice that x(∅, ∅) = 1A.

It follows from Lemma 6.8 and 6.11 that there exists an automorphism µ ∈ AutTN (B)
such that KK(µ ◦ jα) = KK(jα) and

KK(µ) = w · (1A ⊗ zN ) · x · (1A ⊗ zN )−1 · w−1.

Then one has

KK(µ ◦ ι) = (zN · a · (1A ⊗ zN )−1 · w−1) · (w · (1A ⊗ zN ) · x · (1A ⊗ zN )−1 · w−1)

= zN · a · x · (1A ⊗ zN )−1 · w−1

= zN · c · (1A ⊗ zN )−1 · w−1

= KK(ιu).

By Theorem 2.6 (2), µ ◦ jα and jα are asymptotically unitarily equivalent in Hom(A,B).
Since α : ZN y A is asymptotically representable, by using an argument similar to the
proof of Theorem 4.8, one can show that µ ◦ jα|A and jα|A are asymptotically unitarily
equivalent in Hom(A,A), which implies KK(µ|A) = 1A.

Theorem 6.18. Let A be a unital Kirchberg algebra satisfying the universal coefficient
theorem and suppose that

Ki(A) = {f([1]) | f ∈ Hom(K0(A),Ki(A))}

for each i = 0, 1. Then any asymptotically representable outer actions of ZN on A are
strongly KK-trivially cocycle conjugate to each other. When N = 1, we only need the
assumption on K1(A).

Proof. Let α and β be asymptotically representable outer actions of ZN on A. By Theorem
6.6, we may assume that there exists an α-cocycle {ug}g∈ZN in A such that β = αu.
Let B = A oα ZN . It follows from Lemma 6.17 that there exists an automorphism
µ ∈ AutTN (B) such that KK(µ|A) = 1A and KK(µ ◦ ι) = ιu. By [4, Theorem 1.7],
µ ◦ ι and ιu are approximately unitarily equivalent. Hence the conclusion follows from
Corollary 4.10 (2) and its proof.

Lemma 6.19. Let A be a unital Kirchberg algebra such that the following two conditions
hold.

(i) If y ∈ KK(A,A) satisfies K0(y)([1]) = 0, then y = 0.

(ii) KK(A ⊗ S,A) = 0.

If µ ∈ HomTN (B,B) satisfies KK(µ ◦ ι) = KK(ι), then KK(µ) = 1B.

Proof. For I ⊂ [N ], we let |I| denote the cardinality of I. There exists a natural isomor-
phism between KK(A ⊗ SI , A) and KK(A,A). When |I| is even, from condition (i), we
have the following: if y ∈ KK(A ⊗ SI , A) satisfies KK(h ⊗ idSI

) · y = 0, then y = 0.
By Lemma 6.15 and 6.16,

a = z−1
N · KK(ι) · w · (1A ⊗ zN )
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is in H ′
TN (C∗(G), B) and a(I, I) = KK(h ⊗ idSI

) for every I ⊂ [N ]. By Lemma 6.8 and
6.11,

x = (1A ⊗ zN )−1 · w−1 · KK(µ) · w · (1A ⊗ zN )

is in H ′
TN (B,B). From the hypothesis, we have a · x = a. By Lemma 6.12, there exists

yI ∈ KK(A ⊗ SI , A) for each I ⊂ [N ] such that K0(y∅)([1]) = [1] and

x(I, J) =

{
yI\J ⊗ 1SJ

if J ⊂ I

0 otherwise.

Notice that condition (i) implies y∅ = 1A and that condition (ii) implies yI = 0 if |I| is
odd.

We prove yI = 0 for every non-empty I ⊂ [N ] by using the induction on |I|. Suppose
that we have shown yI = 0 for every I such that 0 < |I| < n and n is even. Take I ⊂ [N ]
such that |I| = n. From a · x = a, one has

a(I, ∅) = (a · x)(I, ∅)

=
∑
J⊂I

a(I, J) · x(J, ∅)

=
∑

J⊂I,J 6=∅,J 6=I

a(I, J) · x(J, ∅) + a(I, ∅) · x(∅, ∅) + a(I, I) · x(I, ∅)

= a(I, ∅) · 1A + KK(h ⊗ idSI
) · yI ,

and so KK(h ⊗ idSI
) · yI = 0. Hence we get yI = 0.

Consequently
x =

∑
I⊂[N ]

y∅ ⊗ 1SI
= 1T ⊗N ,

which implies KK(µ) = 1B.

Theorem 6.20. Suppose A = Mn ⊗ C ⊗ O∞, where C is a UHF algebra satisfying
C ∼= C ⊗ C and n ∈ N. Then, any outer ZN -actions on A are cocycle conjugate to each
other. In particular, they are asymptotically representable.

Proof. Note that A satisfies the hypothesis of Lemma 6.19. We use induction on N .
Assume that the claim has been shown for N − 1.

Let α be an outer ZN -action on A. Let α′ be the ZN−1-action generated by the first
N − 1 generators of α. By the induction hypothesis, α′ : ZN−1 y A is asymptotically
representable. Let B = Aoα′ZN−1 and let ι : C∗(ZN−1) → B be the canonical embedding.
We denote the N -th generator of α by αN . The automorphism αN of A naturally extends
to an automorphism α̃N of B. Clearly we have α̃N ◦ ι = ι. It follows from Lemma 6.19
that KK(α̃N ) is equal to 1B. The rest of the proof is the same as that of Theorem 5.4 or
Theorem 6.6.

7 Cocycle actions of Z2

In this section, we consider when a given cocycle action of Z2 on a unital Kirchberg algebra
is equivalent to a genuine action. Our basic philosophy goes back to Adrian Ocneanu’s
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idea in the case of von Neumann algebras, while we have to handle K-theory with a special
care in the case of C∗-algebras.

We put S = C0((0, 1)) ∼= C∗(R). For a unital C∗-algebra A, the connected component
of the identity in U(A) is denoted by U(A)0.

Lemma 7.1. Let A be a unital Kirchberg algebra and let u : [0, 1] → U(A) be a continuous
path of unitaries such that u(0) = u(1) = 1. If the K1-class of u is zero in K1(S ⊗ A),
then there exists a continuous map v : [0, 1] × [0, 1] → U(A) such that

v(0, t) = 1, v(1, t) = u(t), Lip(v(·, t)) < 7 and v(s, 0) = v(s, 1) = 1

for all s, t ∈ [0, 1].

Proof. We regard S ⊗ A as a subalgebra of C(T) ⊗ A. Since A is a Kirchberg algebra,
there exists a nonzero projection p ∈ A such that p 6= 1 and ‖[u, 1 ⊗ p]‖ < 1, where u is
regarded as an element of the unitization of S ⊗ A. Note that 1 ⊗ p and 1 − 1 ⊗ p are
properly infinite and full in C(T)⊗A. By [2, Lemma 2.4 (ii)] (and its proof), we can find
v : [0, 1] × [0, 1] → U(A) such that

v(0, t) = 1, v(1, t) = u(t) and v(s, 0) = v(s, 1) = 1

for all s, t ∈ [0, 1]. Then the conclusion follows from [23, Theorem 3.1].

Lemma 7.2. Let A be a unital Kirchberg algebra and let α be an automorphism of A with
the Rohlin property.

(1) For any unitary u ∈ U(A)0 and ε > 0, there exists a unitary v ∈ U(A)0 such that
‖u − vα(v)∗‖ < ε.

(2) Let u : [0, 1] → U(A) be a continuous path of unitaries such that u(0) = u(1) = 1.
Suppose that the K1-class of u is zero in K1(S ⊗ A). Then, for any ε > 0, there
exists a continuous path of unitaries v : [0, 1] → U(A) such that v(0) = v(1) = 1 and
‖u(t) − v(t)α(v(t))∗‖ < ε for all t ∈ [0, 1].

Proof. (1) This is a special case of [20, Lemma 8].
(2) This also follows from [20, Lemma 8] and its proof by using the lemma above.

Lemma 7.3. Let ε be a sufficiently small positive real number. Let A be a unital Kirchberg
algebra and let α be an automorphism of A with the Rohlin property. If x : [0, 1] → U(A)
is a path of unitaries satisfying

‖x(t) − α(x(t))‖ <
ε
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for all t ∈ [0, 1], then there exists a path of unitaries y : [0, 1] → U(A) such that

y(0) = x(0), y(1) = x(1), ‖y(t) − α(y(t))‖ < ε

for all t ∈ [0, 1] and Lip(y) is not greater than 6π.

Proof. This follows from [20, Theorem 7] and its proof. Note that the α-fixed point
subalgebra of Aω contains a unital copy of O∞ by [20, Corollary 11].
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Let α be an automorphism of a unital C∗-algebra A. For a unitary u ∈ U(A)0 satisfying

‖u − α(u)‖ < 2,

we associate an element κ(u, α) in Coker(id−K0(α)) as follows. Take a path of unitaries
x : [0, 1] → U(A) such that x(0) = 1 and x(1) = u. Then, we can find another path of
unitaries v : [0, 1] → U(A) such that v(0) = v(1) = 1 and

‖x(t)α(x(t))∗ − v(t)‖ < 2

for all t ∈ [0, 1]. Under the identification of K1(S ⊗ A) with K0(A), the unitary v de-
termines an element of K0(A). We let κ(u, α) be the equivalence class of this element in
Coker(id−K0(α)).

Lemma 7.4. In the setting above, κ(u, α) ∈ Coker(id−K0(α)) does not depend on the
choice of x and v.

Proof. We let log be the standard branch defined on the complement of the negative real
axis. Suppose that x : [0, 1] → U(A) is a path satisfying x(0) = 1 and x(1) = u, and that
v : [0, 1] → U(A) is a path satisfying v(0) = v(1) = 1 and ‖x(t)α(x(t))∗ − v(t)‖ < 2 for all
t ∈ [0, 1].

First, we show that κ(u, α) does not depend on the choice of v. We define w : [0, 1] →
U(A) by

w(t) = x(t)α(x(t))∗e−t log(uα(u)∗), t ∈ [0, 1].

Then ‖x(t)α(x(t))∗ −w(t)‖ is less than 2. It is easy to see that v and w are homotopic in
the unitary group of the unitization of S ⊗ A via the homotopy

(s, t) 7→ v(t)es log(v(t)∗x(t)α(x(t))∗)e−st log(uα(u)∗), s, t ∈ [0, 1].

Hence κ(u, α) does not depend on the choice of v.
Suppose that y : [0, 1] → U(A) is another path satisfying y(0) = 1 and y(1) = u. Then

z(t) = y(t)x(t)∗ is a unitary in the unitization of S ⊗ A, and

‖y(t)α(y(t))∗ − z(t)v(t)α(z(t))∗‖ = ‖z(t)(x(t)α(x(t))∗ − v(t))α(z(t))∗‖ < 2.

In addition, [zv(idS ⊗α)(z)∗] belongs to [v] + Im(id−K1(idS ⊗α)) in K1(S ⊗ A), which
means that κ(u, α) does not depend on the choice of x.

Lemma 7.5. If u1, u2 ∈ U(A)0 satisfy ‖u1 − α(u1)‖ + ‖u2 − α(u2)‖ < 2, then we have
κ(u1u2, α) = κ(u1, α) + κ(u2, α).

Proof. For each i = 1, 2, we choose xi : [0, 1] → U(A) and vi : [0, 1] → U(A) such that
xi(0) = 1, xi(1) = ui, vi(0) = vi(1) = 1 and

‖xi(t)α(xi(t))∗ − vi(t)‖ ≤ ‖ui − α(ui)‖

for all t ∈ [0, 1]. Then t 7→ x1(t)x2(t) is a path of unitaries from 1 to u1u2. Put v(t) =
x1(t)v2(t)x1(t)∗v1(t) so that

‖x1(t)x2(t)α(x1(t)x2(t))∗ − v(t)‖ ≤ ‖u1 − α(u1)‖ + ‖u2 − α(u2)‖ < 2.

Clearly [v] equals [v1]+ [v2] in K1(S⊗A), and so we have κ(u1u2, α) = κ(u1, α)+κ(u2, α).
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Lemma 7.6. Let 0 < ε < 2. Let A be a unital Kirchberg algebra and let α be an auto-
morphism of A with the Rohlin property. If a unitary u ∈ U(A)0 satisfies

‖u − α(u)‖ < ε, κ(u, α) = 0,

then there exists a path of unitaries x : [0, 1] → U(A) such that x(0) = 1, x(1) = u and

‖x(t) − α(x(t))‖ < ε

for all t ∈ [0, 1].

Proof. Choose a path of unitaries u : [0, 1] → U(A) such that u(0) = 1 and u(1) = u.
Since ‖u − α(u)‖ < ε < 2, there exists a path of unitaries v : [0, 1] → U(A) such that
v(0) = v(1) = 1 and

‖u(t)α(u(t))∗ − v(t)‖ ≤ ‖u − α(u)‖

for all t ∈ [0, 1]. We can regard v as a unitary in the unitization of S⊗A. From κ(u, α) = 0,
we may assume that the K1-class of v in K1(S ⊗A) is zero. Hence, by Lemma 7.2 (2), we
can find w : [0, 1] → U(A) such that w(0) = w(1) = 1 and

‖v(t) − w(t)α(w(t))∗‖ < ε − ‖u − α(u)‖

for all t ∈ [0, 1]. Therefore, one gets

‖u(t)α(u(t))∗ − w(t)α(w(t))∗‖ < ε

for all t ∈ [0, 1]. Thus, x(t) = w(t)∗u(t) meets the requirements.

Lemma 7.7. Let A be a unital Kirchberg algebra and let α be an automorphism of A with
the Rohlin property. For any x ∈ K0(A) and ε > 0, there exists v ∈ U(A)0 such that
‖v − α(v)‖ < ε and κ(v, α) = x + Im(id−K0(α)).

Proof. Choose n ∈ N so that 2π/n < ε. By [20, Corollary 11], we may replace (A,α) with
(A ⊗O∞, α ⊗ γ), where γ is an aperiodic automorphism of O∞. We may further assume
that there exists a projection e ∈ O∞ such that [e] = [1], eγk(e) = 0 for k = 1, 2, . . . , n− 1
and e = γn(e). Put e0 = 1 − (e + γ(e) + · · · + γn−1(e)). There exists a path of unitaries
u : [0, 1] → U(A) such that u(0) = u(1) = 1, Lip(u) ≤ 2π and [u] ∈ K1(S ⊗ A) ∼= K0(A)
equals x. We define v ∈ U(A)0 by

v =
n−1∑
k=0

αk(u(k/n)) ⊗ γk(e) + 1 ⊗ e0.

One can verify ‖v − (α ⊗ γ)(v)‖ < ε and κ(v, α ⊗ γ) = x + Im(id−K0(α ⊗ γ)) easily.

Lemma 7.8. Let A be a unital Kirchberg algebra and let α be an automorphism of A with
the Rohlin property. For any unitary w ∈ A with ‖w − 1‖ < 2 and ε > 0, there exists
u ∈ U(A)0 such that

‖uwα(u)∗ − 1‖ < ε, ‖u − α(u)‖ < 2 and κ(u, α) = 0.
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Proof. From Lemma 7.2 (1), it is easy to find a unitary u ∈ U(A)0 such that

‖uwα(u)∗ − 1‖ < min{2−‖w−1‖, ε}.

Then one has ‖u − α(u)‖ < 2. By the lemma above, we can find a unitary v in A which
is almost fixed by α and κ(v, α) equals −κ(u, α). Thanks to Lemma 7.5, by replacing u
with vu, we get the desired unitary.

Lemma 7.9. For any ε > 0, there exists δ > 0 such that the following holds. Let α and
β be automorphisms of a unital Kirchberg algebra A such that αm ◦ βn is outer for all
(m,n) ∈ Z2 \ {(0, 0)}. Let u and w be unitaries in A such that

β ◦ α = Ad w ◦ α ◦ β, ‖w − 1‖ < δ

‖u − α(u)‖ < δ, u ∈ U(A)0 and κ(u, α) = 0.

Then, there exists a unitary v ∈ A such that

‖v − α(v)‖ < ε and ‖u − vβ(v)∗‖ < ε.

Proof. Choose N ∈ N and δ > 0 so that 6π/N < ε and (86N + 25)δ < ε. Suppose that
α, β, u, w are given.

The automorphisms α, β give an outer cocycle action of Z2. By Corollary 6.4 (2) (see
also Theorem 3.6), there exists a family of mutually orthogonal projections

{E(0)
k | k = 0, 1, . . . , N − 1} ∪ {E(1)

k | k = 0, 1, . . . , N}

in (Aω)α such that

N−1∑
k=0

E
(0)
k +

N∑
k=0

E
(1)
k = 1 and β(E(i)

k ) = E
(i)
k+1,

where E
(0)
N and E

(1)
N+1 are understood as E

(0)
0 and E

(1)
0 , respectively.

Define uk ∈ U(A) for k = 0, 1, . . . by u0 = 1 and uk+1 = uβ(uk). By an elementary
estimate, we obtain

‖uk − α(uk)‖ < (3k − 2)δ

for any k ∈ N. Moreover, from Lemma 7.5, we can see κ(uk, α) = 0. By applying Lemma
7.6 and Lemma 7.3 to uN and uN+1, we obtain a path of unitaries y and z such that the
following hold.

• y(1) = z(1) = 1, y(0) = uN and z(0) = uN+1.

• ‖y(t)− α(y(t))‖ < 27(3N − 2)δ and ‖z(t)− α(z(t))‖ < 27(3N + 1)δ for all t ∈ [0, 1].

• Both Lip(y) and Lip(z) are less than 6π.
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Define a unitary V ∈ Aω by

V =
N−1∑
k=0

ukβ
k(y(k/N))E(0)

k +
N∑

k=0

ukβ
k(z(k/(N + 1)))E(1)

k .

We can easily see ‖u − V β(V )∗‖ < 6π/N < ε. Furthermore,

‖V − α(V )‖ < (3N − 2)δ + 2Nδ + 27(3N + 1)δ = (86N + 25)δ < ε,

which completes the proof.

Proposition 7.10. For any ε > 0, there exists δ > 0 such that the following holds. Let
A be a unital Kirchberg algebra. Suppose that α, β ∈ Aut(A) and w ∈ U(A) satisfy

β ◦ α = Ad w ◦ α ◦ β and ‖w − 1‖ < δ.

Suppose further that αm ◦ βn is outer for all (m,n) ∈ Z2 \ {(0, 0)}. Then, there exist
a, b ∈ U(A) such that

‖a − 1‖ < ε, ‖b − 1‖ < ε

and
bβ(a)wα(b)∗a∗ = 1.

In particular,
(Ad a ◦ α) ◦ (Ad b ◦ β) = (Ad b ◦ β) ◦ (Ad a ◦ α).

Proof. Choose a decreasing sequence of positive real numbers ε1, ε2, . . . so that
∑

εk < ε.
By applying Lemma 7.9 to εk > 0, we obtain δk > 0. We show that δ = δ1 meets the
requirements.

Suppose that α, β ∈ Aut(A) and w ∈ U(A) are given. From Lemma 7.8, there exists
u1 ∈ U0(A) satisfying

‖u1wα(u1)∗ − 1‖ < min{δ1−‖w−1‖, δ2}, ‖u1 − α(u1)‖ < δ1

and κ(u1, α) = 0. From Lemma 7.9, we can find a unitary v1 in A such that

‖v1 − α(v1)‖ < ε1 and ‖u1 − v1β(v1)∗‖ < ε1.

Define unitaries a1 and b1 by a1 = v∗1α(v1) and b1 = v∗1u1β(v1). Clearly ‖a1 − 1‖ and
‖b1−1‖ are less than ε1. Put α2 = Ad a1◦α and β2 = Ad b1◦β. Then, it is straightforward
to see

β2 ◦ α2 = Ad w2 ◦ α2 ◦ β2,

where w2 = v∗1u1wα(u1)∗v1 and ‖w2 − 1‖ < δ2.
By repeating this argument, one obtains unitaries {ak}k, {bk}k, {wk}k and automor-

phisms {αk}k, {βk}k which satisfy the following.

‖ak − 1‖ < εk, ‖bk − 1‖ < εk, ‖wk − 1‖ < δk,

αk+1 = Ad ak ◦ αk, βk+1 = Ad bk ◦ βk, wk+1 = v∗kukwkαk(uk)∗vk
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and
βk ◦ αk = Adwk ◦ αk ◦ βk.

Define a, b ∈ U(A) by

a = lim
k→∞

akak−1 . . . a2a1 and b = lim
k→∞

bkbk−1 . . . b2b1.

Since
∑

k εk < ε, we get ‖a − 1‖ < ε and ‖b − 1‖ < ε. Besides, one can check

wk+1 = (bk . . . b2b1)β(ak . . . a2a1)wα(bk . . . b2b1)∗(ak . . . a2a1)∗

inductively. Therefore, we have

bβ(a)wα(b)∗a∗ = 1

and
(Ad a ◦ α) ◦ (Ad b ◦ β) = (Ad b ◦ β) ◦ (Ad a ◦ α),

because wk converges to the identity.

Theorem 7.11. Let (α, u) be an outer cocycle action of Z2 on a unital Kirchberg algebra
A. If the cohomology class of [u(·, ·)] is trivial in H2(Z2,K1(A)), then (α, u) is equivalent
to a genuine action.

Proof. We may assume that [u(g, h)] = 0 in K1(A) for all g, h ∈ Z2. Hence there exists
w ∈ U(A) such that

α(1,0) ◦ α(0,1) = Adw ◦ α(0,1) ◦ α(1,0)

and [w] = 0 in K1(A). By Theorem 2.8, the automorphism α(1,0) has the Rohlin property.
It follows from Lemma 7.2 (1) that, for any δ > 0, we can find v ∈ U(A)0 such that
‖w−α(1,0)(v∗)v‖ < δ. Thus, by replacing α(0,1) with Ad v ◦α(0,1), we may further assume
‖w − 1‖ < δ. Then, the conclusion follows from Proposition 7.10.

Corollary 7.12. Any outer cocycle action of Z2 on a unital Kirchberg algebra A in the
Cuntz standard form is equivalent to a genuine action.

Proof. Let (α, u) be an outer cocycle action of Z2 on a unital Kirchberg algebra A in the
Cuntz standard form. There exists a unitary w ∈ A such that

α(1,0) ◦ α(0,1) = Ad w ◦ α(0,1) ◦ α(1,0).

Let B be the crossed product of A by α(1,0). We denote the implementing unitary in B
by λ. Consider the Pimsner-Voiculescu exact sequence for α(1,0). Since [λ] ∈ K1(B) is
sent to [1] ∈ K0(A) and [1] = 0 in K0(A), there exists a unitary x ∈ A such that [x] = [λ]
in K1(B). The automorphism α(0,1) of A extends to α̃(0,1) ∈ Aut(B) by α̃(0,1)(λ) = w∗λ.
Then we have

[α(0,1)(x)] = [α̃(0,1)(λ)] = [w∗λ] = [w∗x],

that is, [w] = [x] − [α(0,1)(x)] in K1(B). It follows that there exists a unitary y ∈ A such
that

[w] = [x] − [α(0,1)(x)] + [y] − [α(1,0)(y)]
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in K1(A). This means that there exists a unitary v ∈ A such that [v] = 0 in K1(A) and
w = α(1,0)(y)∗xvyα(0,1)(x)∗, which implies

Adx∗ ◦ α(1,0) ◦ Ad y ◦ α(0,1) = Ad v ◦ Ad y ◦ α(0,1) ◦ Adx∗ ◦ α(1,0).

By the theorem above, (α, u) is equivalent to a genuine action.

8 Classification of locally KK-trivial Z2-actions

In this section, we classify locally KK-trivial outer Z2-actions on a Kirchberg algebra
up to KK-trivially cocycle conjugacy. We denote by K the C∗-algebra of all compact
operators on `2(Z). We put S = C0((0, 1)) and regard it as a subalgebra of C(T), where
T = R/Z.

From Remark 4.6, Corollary 6.5, Proposition 6.13 (2) and Theorem 7.11, we can see
that outer locally KK-trivial Z2-actions on a unital Kirchberg algebra A can be classified
by

{x ∈ KK1(A,A) | K0(x)([1]) = 0}

up to KK-trivially cocycle conjugacy. Meanwhile, the results of [11] and [27] show that
uniformly outer Z2-actions on a UHF algebra A are classified by the fundamental group
π1(Aut(A)) up to cocycle conjugacy. On the other hand, when A is a unital Kirchberg
algebra, the group π1(Aut(A ⊗ K)) is isomorphic to KK1(A, A) by [5]. This is not a
coincidence, and we first show that our classification invariant also lives in the group
π1(Aut(A ⊗ K)). This also allows us to see the topological origin of the invariant (see
Remark 8.1 below).

For a locally KK-trivial Z2-action α on a unital Kirchberg algebra A, we introduce
an invariant Φ(α) ∈ KK(A,S ⊗ A) as follows. By Theorem 2.6 (2), α(1,0) is homotopic
to an inner automorphism. Since the unitary group of the multiplier algebra of a stable
C∗-algebra is path-connected, α(1,0)⊗ idK is homotopic to the identity in Aut(A⊗K). Let
{γt}t∈[0,1] be a path from idA⊗K to α(1,0) ⊗ idK. Define a homomorphism π : A ⊗ K →
C(T) ⊗ (A ⊗ K) by

π(a)(t) = (γ−1
t ◦ (α(0,1) ⊗ idK) ◦ γt)(a)

for a ∈ A ⊗ K and t ∈ [0, 1]. We can see that the homotopy class of π does not depend
on the choice of the path {γt}t, because α(0,1) ⊗ idK is homotopic to the identity. Let
jA : A ⊗ K → C(T) ⊗ (A ⊗ K) be the homomorphism defined by jA(a) = 1C(T) ⊗ a. We
put

Φ(α) = KK(π) − KK(jA)

and regard it as an element of KK(A,S ⊗ A).

Remark 8.1. Sergey Neshveyev kindly informed the authors of the following fact: to the
Z2-action α, one can associate a principal Aut(A ⊗ K)-bundle over T2 in a standard way,
and our invariant Φ(α) is essentially the usual obstruction class in H2(T2, π1(Aut(A⊗K)))
for the existence of a continuous section. We will come back to this point elsewhere.

Lemma 8.2. The above KK1-class Φ(α) satisfies K0(Φ(α))([1]) = 0.
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Proof. Since α(1,0) is homotopic to an inner automorphism, say Adw0, we may assume
that the homotopy γ is of the following form:

γt =

{
Adw(t), 0 ≤ t ≤ 1/2,

γ′
t ⊗ idK, 1/2 ≤ t ≤ 1,

where {w(t)}0≤t≤1/2 is a continuous path from 1 ⊗ 1 to w0 ⊗ 1 in the unitary group of
M(A⊗K), and {γ′

t}1/2≤t≤1 is a continuous path from Adw0 to α(1,0) in Aut(A). Let e be
a minimal projection of K. Then all we have to show is that the projection loop π(1⊗e)(t)
is homotopic to the constant loop 1 ⊗ e. For 1/2 ≤ t ≤ 1, there is nothing to show. For
0 ≤ t ≤ 1/2, we have π(1⊗e)(t) = Ad w′(t)(1⊗e), where w′(t) = w(t)∗(α(0,1)⊗ idK)(w(t)).
Note that w′(1/2) = w∗

0α(0,1)(w0) ⊗ 1, and w∗
0α(0,1)(w0) is trivial in K1(A). Since the

unitary group of M(A ⊗ K) is contractible [28, Theorem 16.8], its fundamental group
is trivial, and so the continuous path {w′(t)}0≤t≤1/2 is homotopic to that of the form
{w′′(t)⊗ 1}0≤t≤1/2 within the set of continuous paths from 1⊗ 1 to w∗

0α(0,1)(w0)⊗ 1. This
finishes the proof.

Lemma 8.3. Let α, β : Z2 y A be two locally KK-trivial Z2-actions on a unital Kirchberg
algebra. If α and β are KK-trivially cocycle conjugate, then Φ(α) = Φ(β).

Proof. We may assume that there exists an α-cocycle {un}n∈Z2 in A such that βn =
Adun◦αn for all n ∈ Z2. Let w be the unitary operator on `2(Z) defined by w =

∑
p ep+1,p,

where {ep,q}p,q is a family of matrix units. Take a path of automorphisms {γt}t∈[0,1] of
A ⊗ K ⊗ K from the identity to α(1,0) ⊗ Adw ⊗ idK. Define a homomorphism π from
A ⊗ K ⊗ K to C(T) ⊗ (A ⊗ K ⊗ K) by

π(a)(t) = (γ−1
t ◦ (α(0,1) ⊗ idK ⊗Adw) ◦ γt)(a).

Since there exists a path of unitaries from w to 1, it is easily seen that Φ(α) is equal to
KK(π) − KK(jA). Put

v =
∑

p,q∈Z
u(p,q) ⊗ ep,p ⊗ eq,q.

Then one has
v(α(1,0) ⊗ Adw ⊗ idK)(v∗) = u(1,0) ⊗ 1 ⊗ 1

and
v(α(0,1) ⊗ idK ⊗Adw)(v∗) = u(0,1) ⊗ 1 ⊗ 1,

which imply

π(a)(t) = (γ−1
t ◦ Ad v∗ ◦ (β(0,1) ⊗ idK ⊗Adw) ◦ Ad v ◦ γt)(a),

and {Ad v ◦ γt ◦ Ad v∗}t is a path from the identity to β(1,0) ⊗ Adw ⊗ idK. Consequently
Φ(β) = KK(π) − KK(jA), which completes the proof.

Proposition 8.4. Let A be a unital Kirchberg algebra. For any x ∈ KK(A,S ⊗ A)
with K0(x)([1]) = 0, there exists a locally KK-trivial outer action α : Z2 y A such that
Φ(α) = x.
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Proof. Choose an aperiodic automorphism γ ∈ Aut(O∞) which is homotopic to the iden-
tity and let {γt}t∈[0,1] be the homotopy from the identity to γ. By [5, Proposition 5.7], we
can find a path of automorphisms {σt}t∈[0,1] of A such that σ0 = σ1 and the KK-class of
the homomorphism

A 3 a 7→ (σt(a))t∈[0,1] ∈ C(T) ⊗ A

is equal to x+KK(jA). We regard (σt)t as an automorphism of C([0, 1])⊗A. By replacing
A and (σt)t with A⊗O∞ and (σt⊗γ)t, we may assume that (σt)t has the Rohlin property.
Let ρ be an aperiodic automorphism of A which is homotopic to the identity. Then the
automorphism idC([0,1]) ⊗ρ of C([0, 1]) ⊗ A also has the Rohlin property. Moreover, the
two homomorphisms

A 3 a 7→ (σt(a))t ∈ C([0, 1]) ⊗ A

and
A 3 a 7→ 1 ⊗ ρ(a) ∈ C([0, 1]) ⊗ A

clearly have the same KK-class. By Theorem 2.6 (2), they are asymptotically unitarily
equivalent. It follows that (σt)t and idC([0,1]) ⊗ρ are asymptotically unitarily equivalent
as automorphisms of C([0, 1]) ⊗ A. Then we can apply the argument of [20, Theorem
5] and conclude that (σt)t and idC([0,1]) ⊗ρ are KK-trivially cocycle conjugate (note that
(C([0, 1])⊗A)ω contains a unital copy of O∞ and [20, Theorem 7] works for C([0, 1])⊗A).
Hence there exist a path of automorphisms {µt}t∈[0,1] of A and a path of unitaries {ut}t∈[0,1]

such that KK(µt) = 1 and
Adut ◦ ρ = µt ◦ σt ◦ µ−1

t

for all t ∈ [0, 1]. By replacing µt and σt with µt ◦ µ−1
0 and µ0 ◦ σt ◦ µ−1

0 , we may assume
that µ0 = idA. Furthermore, by replacing ut and ρ with utu

∗
0 and Adu0 ◦ ρ, we may also

assume that u0 = 1. Thus, ρ = σ0 = σ1 and

Adu1 ◦ ρ = µ1 ◦ σ1 ◦ µ−1
1 = µ1 ◦ ρ ◦ µ−1

1 ,

which means that ρ and µ1 give a cocycle action of Z2. By replacing A, ρ and µt with
A ⊗ O∞ ⊗ O∞, ρ ⊗ γ ⊗ idO∞ and µt ⊗ idO∞ ⊗γt, we may further assume that ρ and µ1

give an outer cocycle action. Since [u1] = 0 in K1(A), Proposition 7.10 implies that there
exist unitaries a, b ∈ A such that

bµ1(a)u1ρ(b)∗a∗ = 1.

In addition, from the construction, we can see that [b] = 0 in K1(A). Let {bt}t∈[0,1] be
a path of unitaries from 1 to b. By replacing ρ, σt, µt and ut with Ad a ◦ ρ, Ad a ◦ σt,
Ad bt ◦ µt and btµt(a)utρ(bt)∗a∗, we get ρ ◦ µ1 = µ1 ◦ ρ and u1 = 1.

Consequently, one has

µ−1
t ◦ ρ ◦ µt = Adµ−1

t (u∗
t ) ◦ σt

for all t ∈ [0, 1] and (µ−1
t (u∗

t ))t is a unitary in C(T) ⊗ A. Therefore, the KK-class of

A 3 a 7→ ((µ−1
t ◦ ρ ◦ µt)(a))t ∈ C(T) ⊗ A

is equal to x + KK(jA). The Z2-action generated by ρ and µ1 is the desired one.
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Using Proposition 8.5 below and working on HomT(AoZ, AoZ), we can prove Propo-
sition 8.4 without using [5, Proposition 5.7].

Next we will prove Proposition 8.5. We must recall a few basic facts about crossed
products. Let ρ be an automorphism of a unital C∗-algebra A. We let Aoρ Zoρ̂ R denote
the crossed product of A oρ Z by ρ̂ which is regarded as an R-action, and let A oρ Z oρ̂ T
be the usual crossed product by the dual action ρ̂ : T y A oρ Z. As described in [1,
Proposition 10.3.2], there exists an isomorphism between A oρ Z oρ̂ R and the mapping
torus

M ˆ̂ρ = {f : [0, 1] → A oρ Z oρ̂ T | f(1) = ˆ̂ρ(f(0))}.

Let w be the unitary operator on `2(Z) defined by w =
∑

p ep+1,p, where {ep,q}p,q is a
family of matrix units. Then, by Takesaki-Takai duality, (A oρ Z oρ̂ T, ˆ̂ρ) is conjugate to
(A⊗K, ρ⊗Adw), and so there exists an isomorphism ϕ from Aoρ Zoρ̂ R to the mapping
torus

Mρ⊗Ad w = {f : [0, 1] → A ⊗ K | f(1) = (ρ ⊗ Adw)(f(0))}.

Suppose σ is in HomT(AoρZ, AoρZ). We denote its canonical extension to AoρZoρ̂R
by the same symbol σ. Define a unitary v ∈ M(A ⊗ K) by

v =
∑
p∈Z

σ(λρ
p)λ

ρ
−p ⊗ ep,p.

It is not so hard to see

(ϕ ◦ σ ◦ ϕ−1)(f)(t) = (Ad v∗ ◦ (σ ⊗ idK))(f(t)).

Proposition 8.5. Let α, β : Z2 y A be two locally KK-trivial outer actions of Z2 on a
unital Kirchberg algebra. If Φ(α) = Φ(β), then α and β are KK-trivially cocycle conjugate.

Proof. Put ρ = α(1,0). By Lemma 2.10, the Z-action induced by ρ is asymptotically
representable. Let ϕ be the isomorphism between A oρ Z oρ̂ R and the mapping torus

Mρ⊗Ad w = {f : [0, 1] → A ⊗ K | f(1) = (ρ ⊗ Adw)(f(0))}.

as described above. Take a path of automorphisms {γt}t∈[0,1] such that

γ0 = idA⊗K and γ1 = ρ ⊗ Adw = α(1,0) ⊗ Adw.

Then, ψ(f)(t) = γ−1
t (f(t)) gives an isomorphism from Mρ⊗Ad w to C(T)⊗A⊗K. Letting

x ∈ KK(S ⊗ (A oρ Z), A oρ Z oρ̂ R)

be the Thom element, we have a KK-equivalence

z = x · KK(ψ ◦ ϕ) ∈ KK(S ⊗ (A oρ Z), C(T) ⊗ A).

We let α̃(0,1) denote the canonical extension of α(0,1) to A oρ Z = A oα(1,0)
Z. The

automorphism α̃(0,1) further extends to A oρ Z oρ̂ R and we use the same symbol for it.
It is easy to see that

x−1 · KK(idS ⊗α̃(0,1)) · x = KK(α̃(0,1))
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and
(ψ ◦ ϕ ◦ α̃(0,1) ◦ ϕ−1 ◦ ψ−1)(f)(t) = (γ−1

t ◦ (α(0,1) ⊗ idK) ◦ γt)(f(t))

for all f ∈ C(T)⊗A⊗K and t ∈ [0, 1]. It follows that z−1 ·KK(idS ⊗α̃(0,1)) · z equals the
KK-class of the automorphism (γ−1

t ◦ (α(0,1) ⊗ idK) ◦ γt)t of C(T) ⊗ A ⊗ K.
We now turn to the action β. By Theorem 2.9, we may assume that there exists an

α(1,0)-cocycle {un}n∈Z such that β(n,0) = Adun ◦α(n,0) for all n ∈ Z. One can extend β(0,1)

to β̃(0,1) ∈ HomT(A oρ Z, A oρ Z) by setting

β̃(0,1)(λ
ρ
n) = β(0,1)(u

∗
n)unλρ

n.

Define unitaries u, v ∈ M(A ⊗ K) by

u =
∑
p∈Z

up ⊗ ep,p and v = (β(0,1) ⊗ idK)(u∗)u.

The automorphism β̃(0,1) further extends to A oρ Z oρ̂ R and we use the same symbol for
it. It is easy to see that

x−1 · KK(idS ⊗β̃(0,1)) · x = KK(β̃(0,1)).

By the observation before this proposition, we also have

(ψ ◦ ϕ ◦ β̃(0,1) ◦ ϕ−1 ◦ ψ−1)(f)(t)

= (γ−1
t ◦ Ad v∗ ◦ (β(0,1) ⊗ idK) ◦ γt)(f(t))

= (γ−1
t ◦ Adu∗ ◦ (β(0,1) ⊗ idK) ◦ Adu ◦ γt)(f(t))

for all f ∈ C(T) ⊗ A ⊗ K and t ∈ [0, 1]. Put σt = Ad u ◦ γt ◦ Adu∗. Then {σt}t∈[0,1] is a
path from the identity to β(1,0) ⊗Adw, and z−1 ·KK(idS ⊗β̃(0,1)) · z equals the KK-class
of the automorphism (σ−1

t ◦ (β(0,1) ⊗ idK) ◦ σt)t of C(T) ⊗ A ⊗ K.
From Φ(α) = Φ(β), the two homomorphisms

A ⊗ K 3 a 7→ ((γ−1
t ◦ (α(0,1) ⊗ idK) ◦ γt)(a))t ∈ C(T) ⊗ A ⊗ K

and
A ⊗ K 3 a 7→ ((σ−1

t ◦ (β(0,1) ⊗ idK) ◦ σt)(a))t ∈ C(T) ⊗ A ⊗ K

have the same KK-class in KK(A,C(T) ⊗ A), and so they are asymptotically unitarily
equivalent by Theorem 2.6 (2). Therefore the two automorphisms (γ−1

t ◦(α(0,1)⊗ idK)◦γt)t

and (σ−1
t ◦ (β(0,1) ⊗ idK) ◦ σt)t of C(T) ⊗ A ⊗ K have the same KK-class. Thus,

z−1 · KK(idS ⊗α̃(0,1)) · z = z−1 · KK(idS ⊗β̃(0,1)) · z,

and so KK(α̃(0,1)) = KK(β̃(0,1)) in KK(Aoρ Z, Aoρ Z). Applying Theorem 4.11, we can
conclude that α and β are outer conjugate by an automorphism µ such that KK(µ) = 1A.
Corollary 6.5 (and its proof) tells us that α and β are KK-trivially cocycle conjugate.

By Proposition 8.4 and 8.5, we get the following.
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Theorem 8.6. Let A be a unital Kirchberg algebra. There exists a bijective correspondence
between the following two sets.

(1) KK-trivially cocycle conjugacy classes of locally KK-trivial outer Z2-actions on A.

(2) {x ∈ KK(A,S ⊗ A) | K0(x)([1]) = 0}.

Example 8.7. When A is the Cuntz algebra On,

{x ∈ KK(A,S ⊗ A) | K0(x)([1]) = 0}

is isomorphic to Ext(Z/(n−1)Z, Z/(n−1)Z) ∼= Z/(n−1)Z. It follows that the cocycle
conjugacy classes of outer Z2-actions on On correspond to Z/(n−1)Z.

Next we consider the non-unital case. For a locally KK-trivial Z2-action α : Z2 y A
on a non-unital Kirchberg algebra A, one can define Φ(α) ∈ KK(A,S ⊗ A) in a similar
fashion to the unital case. In the same way as Lemma 8.3, one can show that Φ(α) is an
invariant of KK-trivially cocycle conjugacy.

Theorem 8.8. Let A be a non-unital Kirchberg algebra. There exists a bijective corre-
spondence between the following two sets.

(1) KK-trivially cocycle conjugacy classes of locally KK-trivial outer Z2-actions on A.

(2) KK(A,S ⊗ A).

Proof. We may assume that A = A0⊗K and A0 is a unital Kirchberg algebra in the Cuntz
standard form. We let {ep,q}p,q∈Z denote a family of matrix units of K.

For any x ∈ KK(A,S⊗A) = KK(A0, S⊗A0), by Proposition 8.4, there exists a locally
KK-trivial outer Z2-action α on A0 such that Φ(α) = x. Then clearly Φ(α ⊗ idK) = x.

Let α : Z2 y A be a locally KK-trivial outer action. Choose partial isometries u0, v0

in A so that
u0u

∗
0 = 1 ⊗ e0,0, u∗

0u0 = α(1,0)(1 ⊗ e0,0)

and
v0v

∗
0 = 1 ⊗ e0,0, v∗0v0 = α(0,1)(1 ⊗ e0,0).

Define unitaries u, v ∈ M(A) by

u =
∑
p∈Z

(1 ⊗ ep,0)u0α(1,0)(1 ⊗ e0,p) and v =
∑
p∈Z

(1 ⊗ ep,0)v0α(0,1)(1 ⊗ e0,p).

Then (Ad u ◦ α(1,0))(1 ⊗ ep,q) = 1 ⊗ ep,q and (Ad v ◦ α(0,1))(1 ⊗ ep,q) = 1 ⊗ ep,q for all
p, q ∈ Z. In addition, uα(1,0)(v)α(0,1)(u∗)v∗ commutes with 1 ⊗ ep,q. It follows that there
exist ρ, σ ∈ Aut(A0) and w ∈ U(A) such that

Adu ◦ α(1,0) = ρ ⊗ idK, Ad v ◦ α(0,1) = σ ⊗ idK

and
uα(1,0)(v)α(0,1)(u

∗)v∗ = w ⊗ 1, ρ ◦ σ = Adw ◦ σ ◦ ρ.
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By Corollary 7.12, there exists a, b ∈ U(A0) such that

(Ad a ◦ ρ) ◦ (Ad b ◦ σ) = (Ad b ◦ σ) ◦ (Ad a ◦ ρ)

and
aρ(b)wσ(a∗)b∗ = 1.

Let β be a Z2-action on A0 induced by Ad a ◦ ρ and Ad b ◦ σ. The two unitaries (a ⊗ 1)u
and (b⊗ 1)v of M(A) give rise to an α-cocycle and β ⊗ idK is the cocycle perturbation of
α. Since Φ(α) = Φ(β ⊗ idK) = Φ(β), we can complete the proof by Proposition 8.5.
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